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bstract. The aim this study is discussed on the detegian and correction of data containing the

ditive outlier (AO) on the model ARIMA (p, d, q)he process of detection and correction
of data using an iterative procedure popularized by Box, Jenkins, and Reinsel (1994). By using
this method we obtained an ARIMA models were fit to the data containing AO, this model is
added to the original model of ARIMA coefficients obtained from the iteration process using
regression methods. In the simulation data is obtained that the data contained AO initial models
are ARIMA (2,0,0) with MSE = 36,780, after the detection and correction of data obtained by
the iteration of the model ARIMA (2,0,0) with the coefficients obtained from the regression

Z,=0,106+0,204Z, , +0,401Z, , ~329.X, (1) +115X, (1) +35,9X,(r)and MSE = 19,365. This shows
that there is an improvement of forecasting error rate data.
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Introduction

time series data is sometimes there's a far different datagglues from other data and do not reflect the
characteristics of a set of data. The data value is called thé®utliers. In the analysis of time series data
are often obtained outlier. Outlier data is a major impact on forecasting data if we use forecasting
methods such as ARIMA, ARMA, and others. Forecasting is an activity to predict what will happen in
the future [1]. To forecast a time series then we can use forecasting method, e.g., ARIMA Box-Jenkins
method [2]. Foregagting will be far off from what we predict if the data used to predict the data
contained outliers:*The study on outlier detection is very important because the presence of outliers
can lead to parameter estimation or forecasting becomes inappropriate. If a data outlier is not enforced
properly, then it will impact the forecast does not reflect the actual data. Related to the incident such
as recording and typing errors, AO is the most common type of outliers are found in the time series, so
that according to the discussion ﬁve, this research will discuss the detection and correction Data
containing Additive outlier (AO) iitthe ARIMA(p,d,q) model.

If the observations in a time series can be predicted with certainty and do not require further
investigation, it is called deterministic time seriggmand if the observations can only show the structure
of the probabilistic state will come a time seriege time series is caied stochastic. In the modeling
of time series analysis assumes that the data are stationary. Stationary®time series is said if there is no
change in the average trends and change in variance. Relatively stationary time series are not
increasing or decrease in the value of the extreme fluctuations in the data, or the data is at about the
average value of the constant.

Stationarity can be seen by using a time series chart is a scattgaplot betweenQe value of the
variable Z; with time ¢. If the diagram time series fluctuates around d%ine parallel to the time axis (%),
then the series is said stationary in average. When stationary conditions in the average unmet need
differentiation or differencing process [3].

The process of first-order differencing on the difference begmgen tth data with 71 th, i.e.,

. =Z,—7,_,. Forms for second order is differencing A> Z, _g

- AZt—l :ﬁt - Zt—l) - (Zt—l - Zz—z)
=7 —-27Z _,+Z _,.1f these conditions are not met stationary in variance, Box and Cox (1964)

Z" -1

introduced the power transformation 7z * = , (A is a parameter), known as the Box-CoX

transformation. Following are some provisions to stabilize the variance is [4]:
e The transformation may be made only for the series Z; are positive.
e The transformatioggis done before the differencing and modeling of time series.
e The value selecteﬁsed on the sum of squares error (SSE) of the transformed series. The smallest
value of SSE most constant yield variance.
e Transformation is not only stabﬁed the variance, but it can also normalize the distribution.
Integrate models Autoregressive"Moving Average (ARIMA) has been studied by George Box and
wilym Jenkins in 1976 [5], and their names are then frequently sypmnymous with ARIMA processes
plied to the analysis of time series. In general ARIMA models is*@enoted by the notation ARIMA
d, q), where p denote the order of the autoregressive (AR), d expressed differentiation
@iffereneing), and q express order of the moving average (MA). Autoregressive model (AR s first
introduced by Yule on 1926 [6] and later developed by Walker on 1931 [7], while mode[*Moving
Average (MA) was first used by Slutzky on 1937 [8]. And 1938, Wold generate the theoretical basis
the combination of ARMA and combinations is then often used [9]. Box and Jenkins have
fectively managed to reach an agreement on the relevant information needed to understand and use
ARIMA els for time series of the variables [10].
In data"fime series forecasting methods ARIMA (p, d, q) there is the so-called measures or its
phases. The stages in the forecasting [11]:
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a. Identiﬁcatioﬂ[odel
Identification of the model was done to see the significance and stationary of autocorrelation data,
so whether or not to do transformation or differencing process (differentiation). From this stage,
the model is obtained while testing the model will be made whether or not the corresponding data.

b. Assessment and Tegsing Models
After identifying th¢®nodel, the next step is the assessment and testing of the model. At this stage,
divided into two parts, namely parameter estimation and diagnostic model.

c¢. Parameter Estimation
After obtaining one or more models whilgle next step is to find estimates for the parameters in
the model.

d. Diagnostic Model
Diagnostic checking to do clagck whether the model estimated sufficient or adequate fit with the
data. Diagnostic checking i%ed on the analysis of residuals. The basic assumption is that the
residuals of ARIMA models®dre independent normally distributed random variables with zero
mean constant variance.

The outlier is a problem often encountered in financial data. With the data outliers are the parties to
a prediction or forecast of the data will have problems such as the problem of lack of accurate in
forecasting. Gounder, et al [12] describes several s of outliers are: (1) Additive outlier (AO).
Outliers of the simplest and most frequently studie the analysis of time series are an additive
outlier, also known as Type I outliers. An AO only affects a single ohagrvation, which could be worth
a small or larger value compared with the expected value in the data™After this effect, the data series
back to the normal track as if nothing happened. Effects of an AO is independent of ARIMA models
and constrained. Outlier AO is the most problematic because it contains two consecutive residues, one
before and the other after AO. An AO can have serious effects on the observed properties. This will
affect the residual suspicion and supposition parameters. This can be proved in general that the AO
large would encourage all autocorrelation coefficients towards zero. The influence of outliers is
reduced to a large sample size.

The formula of the AO are as follows [11]:

Z, =T
“\Z+w,t=T (1)
=7 +ol"
where:
Y, ﬁries observations
Z, =—sarray outlier-free observations
® =gmagnitude outlier

I t(T) =1ndicator variable that indicates the time outlier

(2) innovational outlier (I0), in contrast to AO, an innovational outlier is also known as a Type II
outliers (Fox, 1972) that affect some observations. An AO only affects wl one residue, at the time of
the occurrence of outliers. Effect of IO on the observed series consists of"dn initial shock that spread in
subsequent observations by the weight of the moving average representation (MA) of the ARIMA
models. So far the weight is often explosive, may influence the IO, in some cases, the incidence has
increased and continues to increase to more and more value from that time until the events of the past,
as well as in the future more unwelcome. Effect of 10 depends on the particular model of the series,
and series with stationary transformation effect indefinitely. For series containing trend and seasonal,
the 10 will affect both. IO presents some serious drawbacks that should be avoided. The problem then
is that the other three types of outliers that can not explain the changes in the seasonal component.
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Q. Method

The methoﬂsed in this research is the study of literature by analyzing the detection and corgegtion of
data AO ortne ARIMA(p,d q) model. The initial step in the analysis is to stage in forecastin®ARIMA
(p,d,q) in order to obtain the corresponding allegations of ARIMA model. Further, testing of stationary
residual. If the residual of statiogsry is not obtained then alleged that occurs because of the data that it
contains outliers. Then do the™fetection and correction of data containing AO with an iterative
procedure to obtain the residual of stationary and has the smallest MSE.

3. Result and Discussion
The outlier is a problem often encountered in financial data. With the data outliers are the parties to a
prediction or forecast of the data will have problems such as the problem of lack of accurate in
forecasting.

For a stationary process, say Z, age observed series and X; as an outlier-free series. Assume that
X, follows the general model ARMA (p, q):

4,(B)Z,=0,(B)a,.a,~WN(0,6%).6,.4, € R,t € R )

with ?j(B)=1—¢13—...—¢po dan ¢, (B):1—¢IB—...—¢po is a stationary and invertible

operators who do not share the same factor. Additive outliers (AO) is defined as:

Y:{ Z,@-T

"\ Z+w,t=T

3)
T
Y, =27 +ol” @
(B
Y = ( )at +ol",a,~WN(0,6%).0,.4, € Rt R
¢ ( B ) (5)
where:
Lt=T
=" 6
' 0,t=T, ©
is an indicaﬁ/ariable representing whether or not an outlier at time T.
In general, ifthe time series data are k additive outlier (AO), the general model of an outlier this:
L )y @(B
Y,ZZCQ;[}T/)‘F ( )at,at~W7\7(0,0'2),a)j,¢9i,¢ieR,teR @)

1 #(B)

3.1. Estimated Effect Outlier when Outlier Time Unknown
As a matter of motivation to detect AO procedure, we consider the simple case when T and all the
parameters in (3) known. For example:

J

_PB) (o p
ﬂ(B)—e(B)—(l mB-m,B -..) (8)
and defined:
e,:ﬁ(B)Yt 9)



Joint Workshop of KO2PI 2017 & ICMSTEA 2016 IOP Publishing
IOP Conlf. Series: Journal of Physics: Conf. Series 954 (2018) 012010 doi:10.1088/1742-6596/954/1/012010

from (6) can be established:
AO: e = a)ir(B)It(T) +a,,a, ~ WN(O,Jz),a)[,ﬂ[ eR,teR (10)

For n observations made, AO models above can be written as:

e 0 a,
€r_ 0 ar_
e 1 a
T T
=w® + (1)
€r. -7 ar,
€rin —7T, ar.y
L en ] __ﬂ-n—T_ L an ]

Let @,, as the least squares estimator of to model AO. Because it is white noise, then the theory
of least squares, found that:

e Z::l jCrs)
- n-T

2 j=0 7 (12)
7 (F)e;

2
T

AO: o,

with 7~ (F) = (1 -mF—m,F*—..—x, F"" ),@ is the forward shift operator so that Fe =e,,

2 =T 5 . . .
dan 77 = Zj_o 7r; . The variance of the estimator is:

T
1 .
:?Var[ﬂ (F)et} (13)
_o,
1'2
3.2. Procedure Using Iterative Outlier Detection
If T is not known, but the parameters of time series are known, then we can calculate /9 for each

t=1,2,...,n, and then make a decision based on the results of these sampling. However, in practice

often be found that parameter time series ¢,,6,,7, and o’ usually unknown and must be

predictable. With the outlier then make predictions parameter would bﬁased. In particular, o> will

tend to be exaggerated, as indicated earlier. Therefore it is the Chang®dnd Tiao (1983) proposed an
iterative procedure to detect and deal with the situation when the number of AO is not known to exist.
In an outlier detection and correction of the data it needs is called procedure. The procedure to be used
in the detection procedure is iterations. The procedure is as follows (Box, Jenkins, and Reinsel, 1994):
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Step 1: Download the data
Step 2: Estimated parameters of ARIMA (usually assumeﬂ‘nat the data contains no outliers)
Step 3: Calculate the residuals of the ARIMA models are:

p(B
e = MY =7(B)Y,
t 9 (B) t t
(14)
with :
?E(B)=1—¢IB—...—¢1,BP and ¢, (B)=1-4B—..—¢,B" (15)
and let :
2 I
o, =—D e (16)
=
Step 4: Calculate the test statistic presence of AO (EA’T)
A=t (17)
O-a
with :
T
er = 2 7l
O =—F7—— (18)
7
n-T
=N (19)

Jika ‘/1”‘ > ¢ then there is AO on thgme .

c is the critical value that is calculated using the formula presented by Ljung in the SAS / ETS
User's Guide.
AOQ effects may remove of residany defining:

e _@5?(3)15” =607 12T 20)
In other cases, new estimates 5‘5 calculated from the modified residual e, .

If there are any outliers are identified the modified residual €, and modification estimates &~ , but

4(5)

with the same parameters 7 (B ) ==

o(B)

used to calculate the static of /LJ . Steps are repeated until
all outliers are identified.

Let outlier identification procedure at k point in time, 75, 75, ..., T;. So the overall outlier correction
model of it:
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-
g
~
i
=
o]
N—"
N

= T 4 (21)
S0l (5"
The formula above is estimated for the observation sequence Z, for AO.
And it with a revised set of residuals:
_ 0B, &)
e=——=\Y-> w1’ (22)
t 0 ( B) t ; e

and obtained from this model fit.
To modify the observation time series containing the effects of outliers can remove and correction
of the data done by constructing the generalized estimating equations as follows:

£y a1 (23)

4. Sémulation
Theé®data used in this simulation is the data obtained from the ARIMA simulation results using the R
application. The steps taken in the simulation forecast above is as follows:

1. Phase Identification
he first step in the modeling of time series on the identification is checked stationary data by plotting
the data as shown below.

T[T
S *1‘3 LRI i W&M "

Time Series Plot of Zto

Zro
1oy e e
et
=1

]
1 = .
.__"'d__.

1 n *« L 80 wo 120 140 1&0 e 200
Index

Figure 1. (a) Plot Time Seriegata, (b) ACF Plot Time Series Data, (c) PACF Plot Time Series Data

From the picture looks stationary in the vaggice of the data and then dge ACF and PACEF plots
her. Based on the data diagram, the value of*ACF and PACEF, the data has been stationary in the
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average. Once the data is stationary, then the next step is to identinye model temporarily.
Identification of the model done by looking at the values of the coefficient autocorrelation, the ACF
and PACF plots of the data that has been stationary. From the fogs of the ACF and PACF are
truncated form after a lag of 2 and dropped exponentially suspecteﬂlat the appropriate model for

these data is ARIMA (2,0,0) or AR(2) with parameters ¢ =0,2237 and ¢, =0,4282.

4.2. Assessment and diagnostic checks
The early stages of interpreting the results of time series analysis are to look at its significance model
parameters that have been modeled. The model is the first approximation obtained AR(2), so we need

to test the parameters of éltoregressive (¢) .

Estimated parameters®f the model AR(2) is significantly different from zero with 95% confidence
@Vel. This can be seen in the p-values. For parameter AR(1) that ¢;, p-value = 0.001 and for AR(2) is
@1, p-value = 0.000. If the calculations are performed with a computer statistical package, then simply
use the p-value already known. Criteria conclusion that significance testing if p < o and not significant
when p > o. Based on the results of Minitab for the data obtained p-value = 0.001 < a = 0.05, which
means significant testing. After testing its significance parameters, the next step is to test the
suitability of the model. To suitability models include the adequacy of the model (test Whegr the
remaining white noise) and test the assumption of a normal dagtribution. In Minitab results als0®an be
seen tl@the value of Ljung-Box statistics is displayed on"tag 12, lag 24 and lag 36. Ljung-Box
statisticalue at lag 12, lag 24 and lag 36 consecutive shows p-value = 0.619, 0.520, 0.203, and 0.177
p-value is greater than o = 0.05. This means that the remaining eligible white noise.
Nexgmtest the remaining normal distribution. The results of the test chart normal distribution for the
residuﬁown in figure 2.

Time Series Plot of Zto

Time Series Plot of Zto 3

ﬂﬁ o | T.*F{m B
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Figure 2. (a) normal distribution for the remaining test (Kolmogorov-Smirnov test); (b) Plot Residual
Model AR(1); (c) Boxplot Data Residual AR(1); (d) Plot Time Series residues Addition Process
Detection Outliers 1™; () Test the normality of Process Residues Outlier Detection Addition 1™; (f)
BoxPlot Residue from Process Enhancements Outlier Detection 1"™; (g) Plot Time Series Process
Residues of Outlier Detection Addition 2™; (h) Test the normality of Process Residues the addition of
outlier detection 2™; (i) residues BoxPlot outlier detection process Addition 2; (j) Plot Time Series
Process Residues of outlier detection Addition 3"; (k) Testing normality of Process Residues outlier
detection Addition 3"; (1) BoxPlot residues The addition of three outlier detection process.
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Based on the Kolmogorov-Smirnov test (Figure 2a) obtained p-value <0.010 which is smaller than
0=0.0gmthis shows that the rest do not meet the normal distribution assumption. This is presumably
due to%he presence of outliers in the data. From the results of the interim model identification, the
model AR(2) written mathematically as follows:

7 =0,2237Z ,+0,4282Z , +a, (24)

with MSE ofg.947.

To detect®ne presence of outliers or outliers in the data is carried out against the residual plot and
boxplot of the earlier models we g;ive the AR(2) model.

From the figure boxplot abové®hows that there is an outlier at t = 98; thus obtained:

(T) l, t - 98,
1" = (25)
0, others

By using the method of the least square regression equation and implementation:
Z,=0,0600+0,209Z, ,+0,417Z,_, (26)
with MSE = 36.780. Then with the addition of outlier detection ARIMA models will be:
Z =0,0775+0,2127Z, +0,411Z _, -326X,(¢) (27)

with MSE = 28.194. This step is done continuously in order to obtain a smaller MSE, normality tests
are met, and there is no longer an image boxplot outlier data. Here are the results of outlier detection
iteration as indicated by improved its MSE.

The addition of a second outlier, namely:

(T) 1, t= 162,
I = (28)
0, others
with the regression obtainable :
Z =0,0922+0,206Z,,+0,410Z_, -327X,(t)+114.X,(¢) (29)

with MSE = 22.808.

The addition of a third outlier, namely:

](T) _ {1, t =180,

t
0, others (30)

with the regression obtainable :
Z,=0,106+0,204Z,, +0,401Z,_, —329X, () +115X,(¢)+35,9X, (¢) (31)

with MSE = 19.365.

With the fulfillment of the residual normality test and its boxplot plo@)e model fit to the data is
ARIMA(2,0,0) with the coefficients obtained from the regression. One of the usefulness of this
detection method is that it can reduce the error rate of data prediction. This can be seen in the decline
in the value of MSE of each model occurs in the first iteration to the second iteration. The following
table of comparisons of each detection and correction and time series models diagram MSE
impairment.

10
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Table 1 Comparison of Model Results

%IODEL MSE
Regression ARIMA (2,0,0) 36.780
. . . th 28.194
ARIMA (2,0,0) + outlier detection and correction 1™ with value: @,, =0,010215.
Z,=0,0775+0,2127, ,+0,411Z,_, -326.X, (t)
. . . nd s 22.808
ARIMA (2,0,0) + outlier detection and correction 2™ with value: @, =—0,0227
Z,=0,0922+0,206Z, ,+0,410Z, , -327X, (t) +144X, (l)
19.365

ARIMA (2,0,0) + outlier detection and correction 3,4 with value: @,, =—0,06622
Z,=0,106+0,204Z,_ +0,401Z,_, 329X, (¢)+115X,(¢)+35,9X,(¢)

5. Conclusion

From the g;:ussion and simulation data on a datagutlier detection and correction using iterative

megaods orfthe ARIMA model (p, d, q) can be obtained several conclusions, as follows:

(1)The process of detection and correction of data containing Additive Outlier on ARIMA (p, d, q)
using iteration method and using the software Minitab 16 and Microsoft Excel 2007. The general
model for equality Additive Outlier detection ARIMA (p, d, q):

k
2= 01" +7(B)q,
=1

Lt=T
with: It(T) :{ ! and 7Z'(B)=—)
0,t=T @

(2) From the simulation results obtained an early model for the data containing outliers i.e., MQel
AR(2) by the equation: Z, =0,0600+0,209Z, , +0,417Z, , by MSE of 36.780. After the
process of outlier detection and correction of data obtained using an iterative method is the best

model forecasting model AR (2) with a coefficient obtained from regression and end of the

equation:

Z,=0,106+0,204Z,_ +0,401Z,_, —329.X,(¢)+115X,(¢)+35,9X, () by MSE of 19.365.
(3) By using the detection and correction of data containing Additive Outlier on ARIMA (p,d,q) using

iterative methods provide process improvements and a decrease MSE models and will certainly

provide residual tends to qualify the normal distribution. In this simulation shows that there is
improvement MSE value of 47.34% of the initial model.
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