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Abstract. Prediction of suspended sediment discharge in a catchments area is very important
because it can be used to evaluation the erosion hazard, management of its water resources,
water quality, hydrology project management (dams, reservoirs, and 1 ion) and to
determine the extent of the damage that occurred in the catchments. Multiple Linear
Regression analysis and artificial neural network can be used to predict the amount of daily
@ended sediment discharge. Regression analysis using the least square method, whereas
artificial neural petworks using Radial Basis Function (RBF) and feedforward multilayer
perceptron with three learning algorithms namely Levenberg-Marquardt (LM), Scaled
Conjugate Descent (SCD) and Broyden-Fletcher-Goldfarb-Shanno Quasi-Newton (BFGS).
The number neuron of hidden layer is to sixteen, while in output layer only one neuron
because only one output target. The mean absolute error (MAE), root mean square error
(RMSE), coefficient of determination (R* ) and coefficient of efficiency (CE) of the multiple
linear regression (MLRg) value Model 2 (6 input variable independent) has the lowest the
value of MAE and RMSE (0.0000002 and 13.6039) and highest R* and CE (0.9971 and
0.9971). When compared between LM, SCG and RBF, the BFGS model structure 3-7-1 is the
better and more accurate to prediction suspended sediment discharge in Jenderam catchment.
The performance value in testing process, MAE and RMSE (13.5769 and 17.9011) is smallest,
meanwhile R* and CE (0.9999 and 0.9998) is the highest if it compared with the another BFGS
Quasi-Newton model (6-3-1, 9-10-1 and 12-12-1). Based on the perﬁ:)rn'larmtatistics value,
MLRg, LM, SCG, BFGS and RBF suitable and accurately for prediction by modeling the non-
linear complex behavior of suspended sediment responses to rainfall water depth and
discharge. The comparison between artificial neural network (ANN) and MLRg, the MLRg
Model 2 accurately for to prediction suspended sediment discharge (kg/day) in Jenderan
catchment area.

Keywords: Suspended sediment discharge, nultiple linear regression, artificial neural network,
Jenderam catchment

Content from this work may be used under the terms of the Creative Commons Attribution 3.0 licence. Any further distribution
of this work must maintain attribution to the author(s) and the title of the work, journal citation and DOL

Published under licence by IOP Publishing Ltd 1




Joint Workshop of KO2PI 2017 & ICMSTEA 2016 IOP Publishing
IOP Conf. Series: Journal of Physics: Conf. Series 954 (2018) 012030 doi: 10. 1088/1742-6596/954/1/012030

1. Introduction

The every time the flowing of water river always of bring a variety of material. The quantity of
material flowing by Water River it influenced by the season. Concentration of suspended sediment
load high during the rainy season, while the dissolved load high of concentration in dry season,
because the water in a river source from soil water that contain a high c:mralion of chemical
elements [1]. The flowing of water river brings a variety of materials such as suspended sediment load,
bed load and dissolved load [2][3]. This material sourced from by the erosion process which occurs in
the subsurface and or surface of soil. Erosion that occurs on the surface soil caused by transformation
rainfall water became to be surface runoff. Suspended sediment concentration from different time it
varies depending on the season condition [4]. The situation is strongly influenced by climatic events,
such as rainfall events [5]. Furthermore, the occurrence of rainfall is influenced by other climate
factors such as temperature and air humidity [6]-[8]. Climate change in a region is influenced by the
conversion of green areas into constructed areas, such as protected forests into production and
settlement forest areas [8].

Predict the amount of daily suspended sediment discharge which occurs in the catchments area is
very important as an indicator to assess the level of erosion hazard, management of the water
resources, water quality, hydrology project management (dams, reservoirs, and irrigation) and to
determine the level of damage in the catchment area [9].

The models predict the amount of sediment in a catchment area has a lot of developed such as
regression methods, InfoWork Rs, stormwater & wastewater management model (XPSWMM),
watershed modeling systems (WMS) and artificial neural network (ANN) [10]. Prediction of sediment
suspension using ANN has been widely carry out in the catchments area with the exact re@gR[11][12].
In a study conducted in the Jenderam catchment using multiple linear regression (MLRg) and artificial
neural network for to predict of suspended sediment discharge. The multilayer perceptron feed
forward training algorithm is used, with three different leaming algorithms to predict the amount of
suspended sediment discharge is: Levenberg-Marquardt (LM), Scaled Conjugate Gradient ( SCD ) and
Broyden-Fletcher-Goldfarb-Shanno  Quasi-Newton (BFGS). Although many researchers have
previously been using ANN [11][12], but only use on two training algorithms. Therefore in this
research using three training algorithms . The purpose of this research is to compare the accuracy of
thc:ﬁ'ession analysis and ANN models in the small catchments area .

2. Multiple Linear Regression

Multiple linear regression (MLRg) analysis is one of the most widely used of all statistics [11]. A
regression model that involves more than one regressos variable is called a multiple linear regression
model [14]. Multiple linear regression modelling has been widely used for modeling such as urban
runoff pollutant load [15], wash load sediment concentrations [16], suspended-sediment discharge
[17], prediction of swell potential of clayey soils [18]. The general form of regression model for k
independent variables with have two or nmr‘:ﬁtssor variables is given by [19]:

Y=0+pX +B8X,+.+5X +E (1)

where 3,0, F,.... B, are the regression coefficients respectively, that ncq be estimated, while

E, Yand X, X, ..., X, are the error, dependent and independent variable. The value of the independent
variable (X) is always related with a value of the dependent variable@ The gooddnes performance of
multiple linear regression model can be expressed by the value of the error (differences between
observed and predict alues), coefficient correlation (r) and coefficient of dctcn?ations (Rz]. In
general determining the best estimate of the multiple regression equation using the least-squares
method chooses as the best-fitting model the one that minimizes the sum of squares of the difference
between the observed and predicted by the fitted model [14][19].
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Artificial Neural Network

An artificial neural network is an information processing systems that has certain performance
characterislicﬂn common with biological neural network such as the human [20]. Artificial neural
network has been developed as generalization of mathematical model of human cognition or neural
biology, based on the assumptions that: Information processing occurs at many simple elements
known as neurons, signals sent between neurons is through connection link, each connc@ link has
an associated weight, which in a typical neural net, multiplies the signal transmitted, each neuron
applies an activation function (usually non-linear) to its net input (sum of weighted input signals) to
determine its otnul signal [21].

A artificial neural network is characterized by its pattern of connections between the neurons
(called its architecture ), the method of determining the weights on the connections (call raining,
or learning, algorithm), and its activation function. The multilayer neural network architecture
consists of input layer, hidden r and output layer. Input layer consists of nodes or neurons that will
receive the data. Hidden layer consists of nodes or r@ms that receive input from the input layer. The
output layer consists of neurons receiving data from the output of the hidden layer [22].

3.1. Multilayer perceptron feedforward

Multilayer perceptrons feedforward (MLP) is a systematic method for training multilayer neural
networks. This method has a good mathematical basics, objectives and get the shape formula
algorithm and the coefficient in t uation by minimizing the sum of squares error value through
models developed by the net. The input layer, hidden layer and output layer with the interconnection
weights value v and w between layers of neurons [23]. Backpropagation artificial neural network
architecture is given in Figure 1.

Wi
W

hlz"’i.t‘{ Vs 'ﬂb
t 11 Pt )

Input laver Hidden layer output layer

Figure 1. Schematic diagram of an MLP feed forward network

3.2, Selection of Training Algorithmns

Some@FAning in multilayer perceptrons feedforward algorithm in artificial neural networks that are
often used: g nt descent, gradient descent with momentum, resilient backpropagation, powell-
beale restarts, scaled conjugate gradient, BFGS quasi-newton, and levenberg-marquardt. Each training
algorithms has different characteristics. In this research used training algorithms: gradient descent
(GD), lavenberg-marquardt (LM), scaled conjugate descent (SCD) because not many researchers who
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compare the three algorithms for the training of predicting the amount of daily suspended sediment
discharge in a small basin in the tropical area. Results of the analysis of the training algorithm will be
used for compare the performance of each MLP training algorithm, RBF and MLRg.

3.2.1. Lavenberg-Marquardt. In mathematical levenberg-marquardt (LM) algorithm, also called as
damped least-squares method (DLS), as part of troubleshooting to minimize numcriczmoblcms are
generally non-linear functions. Algoritmh levenberg-marquardt (LM) is ¥l gauss newton
interpolation algorithm (GNA) and gradient descent (GD) methods. LM method more robust than the
GNA found means in manf¥8ses can solve this problem if started very far from the minimum end.
LM can also describe, as a Gauss Newton using the trust region approach. LM is very popularly used
in curve fitting algorithm to solve the p m of generic curve fitting. But only found in local
minimum is not at the global minimum. Levenberg-marquardt algorithm is designed by using the
second derivative approach without having to compute the hessian matrix. LM training algorithm to
update the weights using the following equation:

W, =w, — Aw, @)
1
Aw,:[.}'r[wr].f(w,]+;dr J’T[w,}e(w,) 3)
where:
w,., = the update weight vector.
W, = the weight vegtew before updating.
1 = represents an identity matrix
= the jacobian matrix that contains first derivatives from network emror toward the weights
value.
o = the leamni te
e(w;) = the matrix error function evaluated at previous iteration.

When learning rate value 0, then this approach will be the same as Newton's method, while
learning rate is large then this same approach with gradient descent. Newton's method is very fast and
accurate for minimum error as the algorithm is expected to quickly change the leaming rate to be
equal to 0. For that, after a few iterations, the algorithm will reduce the learning rate. Increase the rate
of learning will be done when it takes a step (temporarily) to reduce function performance.

3.2.2. BFGS Quasi Newton. BFGS Quasi-Newton algorithm is one of the conjugate gradient
alternatives that can be used to get optimal value faster. Newton's method can work fast to get the
optimum value completion, this method requires a large computer memory for each iteration
calculating the second derivative. To overcf@he these obstacles are made improvements with quasi-
newton method. In quasi-newton methods the hessian matrix does not need to be computed. The
hessian is updated by analyzing successive gradient vectors instead. BFGS Quasi-Newton methods are
a generalization of the secant method to find the root of the first derivati " multidimensional
problems. In multi-dimensional the secant equation is under-determined, and quasi-newton methods
differ in how they constrain the solution, lly by adding a simple low-rank update to the current
estimate of the hessian. This method was developed by Broyden, Fletcher, Goldfarb, and Shanno so-
called BFGS Quasi-Newton. BFGS. Quasi-Newton is the have the basic concepts:

Wi = Wy _A;l *EW, )

wh
w,., = Is the update weight vector
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w, = is the weight vector before updating
A, = is the second derivative hessian matrix
2 = gradien

5

3.2.3. Scaled Conjugate Gradient. S gnj ugate gradient (SCG) is a supervised learning algorithm
for feedforward neural networks, and 15 a number of the class of conjugate gradient methods. They are
general purpose second order techniques that help minimize goal functions of several variables.
Second order means that these methods make use of the second derivatives of the goal function, while
first-ord chnigues like standard bacpropagation only use the first derivatives. A second order
technique generally finds a better way to a local minimum than a first order technique. but at a higher
computational cost. The development in the family of SC training algorithm for neural networks
named with a SCG training algorithm [3]. All using the conjugate gradient algorithm will do the on
lines search process continuously during the iteration process. For large amounts of data, then the
iteration will also be large, so it takes a long time. Because the SCG will make improvements matter.
In SCG training algorithm the weights are updated using the following set of equation [24]:

wm.! =W, +;V1d1 (5)
W, =w +a, +d (6)
- Elw J-E(w
s, = E (w)d, :M
7 o
—d E (w,

a, 4 Em)

dITSI "

where,
W atemporal weight vector which lies between w;,, and w;

d,= isthe conjugate direction vector of the temporal weight at 1™ iteration
the temporal weight updating step size called the short step size such that 0 < 3, <1

¥ ;
wier = 18 the next weight update vector.

w, = is the vector of current weight.

a, = is the actual weight updating step size called the long-step size

§, = is the second order information

E'danE" = are the first and second derivative of error information with respect to respective weight
vectors.

r_
d; = is the transpose d,. 22

In SCG algorithm in any iteration, the temporal weights Wy, 15 calculated fist using the short- step
size y, (equation 7). The temporal weight is then used to determine the long step-size size «,

(equations 6 and 8). The final weight update is computed using equation 8.

3.3. Radial Basis Function

Radial basis f ons (RBF) network is training using a supervised training algorithm which can
application for classification problems, function approximation, noisy interpolation and regularization
[25]126]. The RBF applications in the field of hydrology has been widely used to non ar rainfall-
runoff model, suspended sediment load, stream flow forecasting to short-term and long-term and
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prediction of pore-water pressure [27]-[29]. %ﬂial basis function the generally consists of three
layers, namely input layer, hidden layer (radial basis layer) and output layer. The input layer consist
nodes, which contain the input variable in the form dimensionality of the input vector, while the
hidden 1a consists computation unit, where each unit is mathematically described by radial basis
function. The hidden to output layer part operates like a standard feed-forward multilayer perceptron
network, with the sum of the weighted hidden unit activations giving the output unit activations. The
link bet nodes input and nodes hidden layer are direct with no weight value, while connected
between hidden layer and output layer using the weight value. The output layer c 1 nodes is
connected with the previous nodes in the hidden layer by linear weight, no restriction on the size on
the output layer, but that typically the size of the output layer has been always smaller than that of the
hidden layer [3][20].

Input Hiddenl Output
layer ayer layer

Bias |
w,

N

o) \&\

.SS

62
Figure 2. The structure of radial basis function neural network

In this study use the popular Guassian basis function as the transfer function at the hidden layer,
most commonly used in supended sediment load [28], rainfall-runoff model [27] and streamflow

forescasting [26].
@.(x)=exp| — ! lx — g 17 (9)
7 207 0t

where:

x;.n, =dimensional input vector, i = 1,2 ..P

IOP Publishing
doi:10.1088/1742-6596/954/1/012030
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H; =mean (center), j=1,2 ..n
o= standard deviation (spread), j= 1,2 ..n
¢, = basis function value

n = number of hidden
The linear mapping between the hidden layer and output layer is given by:

550 =3 gw +w,, i=12..P (10)
k=1

where:

550 = output values, in this study suspended sediment discharge corresponding to X, input vector.
wy = connection weight;

w, = bias term;

EfJ5election of Activation Funetion/Transfer Function

Multilayer networks offfl use the log-sigmoid transfer function (logsig) in the hidden layer, while in
output layer use linear transfer function (purelin). The function logsig generates outputs between 0 and
1 as the neuron’s net input goes from negative to positive infinity [22]. Logistic sigmoid transfer
function are more suitable for use on non-linear data trained wit forward and more often used as
the function between 0 and +1 and simple for derivatives. While activation function in the output layer
transfer function using purelin, as desired a form twork outputs any number of real values, not on
values between -1 and | or 0 and 1. The logistic sigmoid transfer function in hidden layer and linear
transfer function in output layers are represented as [3][20][30].

x - 46
=", withderivative f (x)=[1+ F(0)][1- F ()] (11
e —e

f(x)=x, with derivative f'(x)=1
where, x is the input data.
5. Material and methods

5.1, Data source and study area

In this study water depth data is measured starting in January 1, 2011 until December 31, 2013. The

@gcs of water depth are monitoring every 10 minutes using Omega-CPM instrument. The sampling
spend iment and flow discharge is taking during the dry period (no rain) and rainfall period.

The number of suspended sediment sampling and flow of discharge is 1095 (2011-2013). The rainfall

data is monitored using tree tipping-bucket rain gauge and every event drop rainfall data will the

stored in Hobo Event Data Logger.

Jenderam catchment are is located in Selangor Malaysia . The catchments lies between at the 101°
40" 00" to 101" 50 ' 00" E longitude and 02° 45'00 " to 02° 50'00 " § latitude. Jenderam catchment is
20.51 km” in size. The texture characteristics of soils its a fine sandy loam, weak to moderate grade,
the soils susceptible to erosion when rains occur mainly on slopes that disorders by human, such as
land clearing and conversion of forest into residential and agricultural areas. Jenderam catchment has
an elongated shape, with the elongation ratio of 0.44. The peak of hydrograph runoff is characterized
by up and down a quickly. The number of stream order and drainage frequency is a 183 and 8.93
respectively. The study area consists of the Serdang - Kedah soil series , classified as: typic paleudult,
fine loamy, kaolinitic, isohyperthermic (USDA Soil Taxonomy).
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Figure 3. Location map of study area (catchment Jenderam) in Selangor Malaysia

5.2, Normalization of data
The normalization the raw data it is necessary to make ncu.?ctwork more efficient every step
process on the network inputs and target [22]. Normalize data to ensure fast convergence and
minimalization of global error during network training [31]. Most studies on the suspended sediment
discharge prediction using ANN, have a used data normalization (scaling) relationship of the form
@is the normalized value

[32):
X -X .
X" = I min (lz)
Xmalx - Xmin
X:: is the original value

Xopax, Xy 1 are the maximum and minimum original value data respectively.

28
Generally, the &mﬁlization step is applied to both the input vectors and the target vectors in @
data set. The input and target data wcmrmalizcd before is using for training and testing by
transforming the data to the range of 0 to 1. The network output can then be reverse transformed back
into the units of the original target data when the network is put to use in the field. Usually the input
data should be normalized to commensurate with the limit of the activation function used in the
network [33].
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5.3. Input data selection, input layer combination and statistical analyses
Input data selection and input layer combination play a vital role in the development of an appropriate
neural network [3][32]. The modeling using artificial neural network, when the using multilayer
%lworks the generally data is divided into three subsets namely training, validation and testing data.

e first subset is the for the training set, which is used for computing the gradient and updating the
networks weights and biases. The second subset is the validation set. The error on the validation set is
monitored during the training process. The test set error is not used during training, but it is used to
compare different models [22]. For this study only use two subset data, about 66.7% (January 1, 2011
to December 31, 2012) have been selected for training and 33.3 % (January 1, to Dismember 31,
20 or testing the model.

e statistical pal@tcrs for the training and testing subsets, include maximum (X ), minimum

(Ximin), mean (Xpyen ), standard deviation (SD), skewness (Skn) and coefficient of variation (CV).

5.4. Selection of i [ performance evaluation criteria

The performance of multiple linear regression, multilayer perceptron fccmward and radial basis
function model evaluation criteria using the standard statistical measures, namely root mean square
error (RMSE) [34][35], mean absolute error (MAE) [34][35], coefficient of determination (R%) and
coefficient of efficiency (CE) defined as:

Mean Absolute Error

"

MAE = lz (s50,, - $50.,) (13)
n

i=

%ot Mean Square Error

n

(ss0,, - s50,, )

= (14)
n

RMSE =

Coefficient of Determination

aSSQm- - SSQ,} [SSQJ,J- - SSQP}
Rl — i=] (IS)

Py

\/{i 550, — SS?Q(, }_ J{i S50, - SSQJ? }_

.
3 (ssQ, -ss0,
CE=1-s___

E[SSQM — SSQJ

Coefficient of Efficiency

7 (16)

: -
where SSQ,; and S50, are the observed and predicted values respectively, S5Q, and SSQ, are the

mean observed and predicted value respectively, and » is the number of observations. Ideally , the
value of MSE, RMSE and MAE should be zero, while R* and CE should be one [3]. The error value
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can be zero and the value of the coefficient of determination can be one, if the observed and predicted
value is the same.

Table 1. Model data input for MLRg, MLP and RBF

Data Input Total data Model Input layer variables Target
Training 1. Rainfall {mm/day), January 1, 2011 —  MLP 1. P, Hy, S8Q
2. Water depth (m/day) December 31, RBF 2. P, Hy, Qy, Py, Hyyy Qi
3. Discharge (m’/day) 2012 3.P, H, Q, Py, Hyy, Quy, Py
4. Suspended sediment 2 Hi2,Qn
discharge (kg/day) 4. P, Hy, Qy, Py, Hey, Qo Pe
2 Hiz, Qi Pra, His, Qs
Testing 1. Rainfall (mm/day) Januari 1,2013—  MLRg 1.P, H' Q S$SQ
2. Water depth (m/day) Desember 31, MLP 2.P,H,Q, P ,H,, Q
3. Discharge (m3.-"day} 2013 RBF 3. Py Hy, Qy Py, Hegs Q, Py
4. Suspended sediment 2 Hi2, Q2
discharge (kg/day) 4. Py Hy, Qq Poyy Hyy, Qup, P
2 Hi2,Qua, Prs, His, Qs
Where:

Qt, Pt, Ht : discharge, rainfall and average of the water depth at the current time respectively.
Qt-1, Qt-2, Qt-3: discharge at one, two and three previous day.
Pt-1, Pt-2, Pt-3: rainfall at one, two and three previous day.
Ht-1, Ht-2, Ht-3:water depth at one, two and three previous day.

Table 2. Summary of statistics analysis on rainfall, discharge and suspended sediment discharge data.

Data set Data Type Min Max Mean SD Skewness Cv

Training Rainfall (mm/day) 0.0000 93.9000 74321 14.5637 28528 1.9596
Water depth (m/day) 0.0046 0.5840 0.1350 0.0600 2.6549 0.44406
Discharge [msfday) 1,707.7532 1,2189923.526 30,902.2424  70,005.8353 13.8342 0.4445
Suspended sediment 43762 3,550.3815 190.9396 276.8457 6.4555 1.4499
discharge (kg/day)

Testing Rainfall (mm/day) 0.0000 141.1000 5.1956 12,7295 54183 0.5629
Water depth (m/day) 0.0299 0.6530 0.0995 0.0560 32889 2.2581
Discharge [msfday) 1703.7532 1,218,992 353 30,952 9815 69,990.7580 13.8412 2.2612
Suspended sediment 0.4723 4465.3437 R7.8384 253.3504 14.5819 2.8843

discharge (kg/day)

6. Result and discussion

6.1. Multiple Linear Regressions

The analysis of the rainfall, water depth, discharge an@il}' suspended sediment discharge height the
variability of the value the Jenderam catchmen@he maximum, minimum, mean, standard deviation
and coefficient of variation is show in Table 2. The general purpose of the multiple linear regressions
(MLRg) is to learmn more about the relationship between several ixmcndcnt or predictor variables and
a dependent or criterion variable [18]. Multiple linear regression analysis was carried out to cormelate
the measured suspended sediment discl to the variables independed, namely rainfall, water depth
and discharge. The formula multiple linear regression models to predict the suspended sediment
discharge (SSQ) are given below (Table 3). The performance analysis multiple linear regression using
four models data independent with given in Table 4.

10
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Table 3. Formula MLRg for prediction S8Q

Variable Variable Formula
Independent dependent

Py, Hy, Qu 8580 S50 =27.242- 0.067P, — 635.862H, + 3433030,

P, H, Q. P, Hop, Q 550 S50 = 33.074- 0.033P,-550.436H, + 343.3940Q, - 0.108P, -
164 .980H,., + 10.869Q;,

Py, Hy, Qi Py, Hey, Quy, Poa, $50Q S8Q = 35.336 - 0.004P; — 534.859H, + 342.920 Q- 0.092P;,

Hya, Qua, —133.771H,, +9.279%Q,, -0.028 P,; — 81.602H,, +
5.236Qua,

P, H, Q. Py, Hyy, Quy Pas 550Q S50 = 36.094 + 0.074P, — 532.906H, + 342.6740Q, - 0.056P

Hya, Qo Poss Hys Qg —119.269H,, +9.043Q, - 0.009P,, - 50.851H,, +

3.931Q:2 -0.121P5 — 51.285H,5 + 0.676 Q.3

The performance of the statistics value for to four MLRg models with the input variable
independent 3 (P, Hy, Q), 6 (P, Hy, Qy, Pry, Hiy, Qi) 9 (P Hy, Qy, Py, Hu, Qo Pra, Hip, Qo) and 12
(P, Hi, Qy, Puy, Hiyy Qo Pio, Hiz, Qi Pra, His, Quz) were established (Table 4). The data set training
and testing used for ANN, while for MLRg model only using testing data to develop the model. The
result predicted suspended sediment discharge by MLRg compared with the predicted by ANN

models.
i aLIe 4. The Performance of statistical value Multilinear Regression
lo Input Variable MAE RMSE R CE
Model 1 P, Hy, Q, 0.0000002  14.4113 0.9970  0.9967
Model2 P, H, Q, Py, Hut, Qui 0.0000002  13.6039  0.9971  0.9971

Model 3 P, H,Q,Poy, Ho, Qi Pos, Heo, Q. -3.8356 72.8125 09774 09172
Model4 P, H,Q,P.,H,, Q. Py H, Qu 40274 764106 09747  0.9088
P|-}s HI-}! QI-}

The MAE, RMSE, R” and CE of the MLRg model are given in the Table 4. The MAE, RMSE, R2
and CE of the MLRg value Model 2 (6 input variable independent) has the lowest the value of MAE
RMSE (0.0000002 and 13.6039) and highest R? and CE (0.9970 and 0.9971). The comparison
etween observed and predicted suspended sediment discharge by MLRg are plotted in Figure al —d2.
The perfect lintmlg MLRg model 2 with a 6 variable independent produced R* value 0.9971, with
highest than the model 1 ( R* 0.9970), while model 3 (R*0.9774), and the model 4, R* and CE (0.9747
and 0.9088) only a slightly different. Even between MLRg model | and model 2 (3 and 6 variable
independent) there was no significance difference in p ion, because the value MAE, RMSE, R*
and CE difference only slightly (Table 4). Increasing the number of independent variables in the
model MLRg, suspended sediment discharge prediction has a trend less accurate. Prediction obtained
the overall MLRg model (four model) were completely free of negative prediction. The MAE of
MLRg models 3 and 4 have a negative value, this means the total value of the prediction is lower than
the total value of observation. While the MAE of MLRg models, has a positive value, this means the
total value of prediction is higher than the total value of the observation. Based on result show that the
MLR g model can be success applied to prediction daily suspended sediment discharge in Jenderam
catchments with has size 20.51 km®. This mean that suspended sediment concentration positively
correlated with the daily rainfall, water depth and discharge the current time, likewise the one, two and
three previous day.
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Figure 4 Comparisons between observed and predicted SSQ using MLRg

6.2. Multilayer Perceptron Feedforward

The performance of the multilayer perceptron (MLP) feed forward using €€l algorithms LM, BFGS-
Quasi Newton and SCG using the daily data is show in Table 5,6 and 7. Based on the selected input
data structure and two year of record for training and one year for testing the comparison between
observed and predicted suspended sediment discharge by LM, BFGS and SCG algorithms are plotted
in Figure a;-s,. The number nodes (neuron) in input layer are 3 (P, H,, Q)), 6 (P, H, Q,, P, H.;, Q).
9 (P, Hy, Qu, Pry, Hy, Qt?z, His, Q.2) and 12 (Py, Hy, Qi Pui, Hiy, Qui, Pra, Hio, Quz, Pus, His, Qi)
respectively. Meanwhile the number nodes in hidden layer are determined by trial and error method.
The number of output neurons only one because only one target output (suspended sediment
discharge) from the ANN model.
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The perfor of the LM algorithm to prediction suspended sediment discharge based on
number neuron in input, hidden and output layer is show in Table 5. The performance of statistics
valuAE, RMSE, R” and CE) at the processes training and testing, the best result on structure 6-10-
1 (6 neurons in input layer, 10 neuron in hidden layer and 1 neuron in output layer). The performance
value in testing process, MAE and RMSE (13.9107 and 18.9514) is smallest, meanwhile R’ and CE
(0.9953 and 0.9954) is the highest if it compared with the another LM model (3-7-1, 9-10-1 and 12-
12-1). Testing result obtained by LM model 6-10-1 followed the observed suspended sediment
discharge very closely the whole span of the testing data. The MAE LM 3-7-1 and LM 6-10-1Is a
negative, this means the total value of the prediction is lower than the total value of observed. While
the MAE of LM 9-10-1 and 12-12-1 is a positive, this means the total value of prediction is higher
than the observed.

Table 5. The performance of statistical algorithm LM

doi:10.1088/1742-6596/954/1/012030

Lavenberg-Marquard (LM)

N ANN Model — -
0 Inputs Structure Training Testing
MAE  RMSE R’ CE MAE RMSE R’ CE

1 P, H, Q, 3:7:1 0.5659 3.3976 0.9999 0.9998 15.9973 21.4476 0.9958 0.9928

2 Py, Hy, Qy, Py, 6:10:1 0.5503 3.3953 0.9999 0.9998 13.9107 18.9514 0.9953 0.9944
Hip, Qi

3 P, H, Q, P, 9:10:1 0.8389 3.5256 0.9999 0.9998 18.6625 259216 0.9907 0.9895
Hip, Qur, Pra, He
2, Qua,

4 P,H, Q, P, 12:12:1 0.7056 3.3736 0.9959 0.9999 24.7100 25.6389 0.9915 0.9897
Hiy, Qui, Pra, He
2 QI-Z, PI-] ’ H|-31
Qs

The results demonstrate the accuracy and reliability of the proposed LM model to prediction
suspended sediment discharge in Jenderam catchments.

The performance of the BFGS si-Newton algorithm to prediction suspended sediment
discharge based on number neuron in input, hidden and output layer is show in Table 6. The
performance of statistics value (MAE, RMSE, R? and CE) at th cesses training and testing, the
best result on structure 3-7-1 (3 neurons in input layer, 7 neuron in hidden layer and 1 neuron in output
layer). The performance value in testing process, MAE and RMSE (13.5769 and 17.9011) is smallest,
meanwhile R? and CE (0.9999 and 0.9998) is the highest if it compared with the another BFGS Quasi-
Newton model (6-3-1, 9-10-1 and 12-12-1). Testing result obtained by BFGS Quasi-Newton model 3-
7-1 followed the observed suspended sediment discharge very closely the whole span of the testing
data.
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Figure 5 Comparisons between observed and predicted SSQ using LM algorithm based on the testing

data.
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Figure 6 Comparisons between observed and predicted $SQ using BFGS Quasi Neuton algorithm
based on the testing data.
Table 6. The performance of statistical algorithm BFGS Quasi-Newton
a BFGS Quasi-Newton
No ANN model inputs structure ing Testing
° MAE  RMSE R* CE MAE RMSE R? CE
1 P, H, Q 3:7:1 13.5769 17.9011 0.9999 0.999%
2 P,H,Q.P.. H, 0, 6:7:1 1.1414 38007 09999 09998 19.8777 23.1250 0.9950  0.9916
3 Py H, Qy Py, Hyy, Qu 9:11:1 0.6732 3.4310 0.9999  (0.9908 256947 272228 (.9899 0.9884

1 Pi-Z‘ Hl-Z‘ Ql-Z
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BFGS Quasi-Newton

No ANN model inputs <hrugture Training Testing
MAE SE R CE MAE RMSE R CE
4 Py, Hy, Qy Proy, Hyp, Qn 12:16:1 1.2361 3.9058 0.9999  0.9998 249865 27.4468  0.9888 0.9882
1, Pra, Hig, Quz, Pus,
Ho, Qs
The perfo of the SCG algorithm to prediction suspended sediment discharge based on

number neuron in input, hidden and output layer is show in Table 7. The performance of statistics
value (MAE, RMSE, R* and CE) at the processes ing and testing, the best result on structure 12-
14-1 ( 12 neurons in input layer, 14 neuron in hidden layer and 1 neuron in output layer). The
performance value in testing process, MAE and RMSE (13.5769 and 17.9011) is smallest, meanwhile
R’ and CE (0.9999 and 0.9998) is the highest if it compared with the another SCG model (34-1, 6-8-1
and 9-13-1). The MAE SCG 3-4-1 and SCG 12-14-1 Is a negative, this means the total value of the
prediction is lower than the total value of observed. While the MAE of BFGS is all positive, this
means the total value of prediction is higher than the observed. Testing result obtained by SCG model
12-14-1 followed the observed suspended sediment discharge very closely the whole span of the

testing data.
Table 7. The performance of statistical scaled conjugate gradient
ANN model i S¢a )
No inputs strcture raining , Testing )
MAE RMSE R CE MAE RMSE R CE
1 Py, Hy, Oy 3:4:1 1.7751 44892 09999 09997 199337 388298  0.9927 09925
2 Py, Hy, Qy, Py, 681 1.8234 4.3843 09999 09997 245762 26.0567 09908 0.989%4
Her, Qu
3 P, H, Q, P, 9:13:1 1.6950 43485 09999 09998 254747 278591  0.98E% 09879
Hyp, Qpy Poa,
Hip, Qiz,
4 P, H, Q, P, 12:14:1 1.8641 43932 09999 09997 182077 265019 09917 09850
Hep, Qi Poa,
Hiz, Qi Pus,
His, Qs

6.3. Radial Basis Function

In this study, RBF models only apply four structures in the input, hidden and output layers, are
namely: 3-3-1, 6-6-1, 9-9-1 and 12-12-1. To obtain the best performance of statistical value every RBF
models structure, done method trial and error by the change spread value between 1 to 5. The best
performance for structure 3-3-1 is a spread value 1, and to structure 6-6-1, 9-9-1 and 12-12-1 spread
value is 2. The performance, four structure RBF models show and are summarized in Table 8. The
comparison between observed and icted is plotted in Figure (5-9). In the training and testing
processes show the RBF structure 3-3-1 ( 3 neurons in input layer, 3 neurons in hidden layer and 1
neuron in output Layer) has a better and high prediction performance. The MAE, RMSE ( 0.6684 and
3.4646) training process has a smaller, meanwhile R* and CE (0.9998 and 0.9998) has a highest.
Whereas in testing processes show the RBF model structure 3-3-1, MAE and RMSE (15.0265 and
19.6195) has a smaller, on the other hand R and CE (0.9944 and 0.9940) has a highest. Based on
performance the all RBF models structure input, hidden and output layer the different not significance,
because difference only a slight and or performance relative similarly.
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Table 8. The performance of statistical value RBF

RBF
No AI\liI:pmf;del structure  Spread Training : Testing .
MAE  RMSE R CE MAE RMSE R CE
1 Py, H,, O 3:3:1 1 0.6684 34646 09998 09998  [5.0265 19.6195 09944 09940
2 P, H, Q. Py, 6:6:1 2 L.OBTT 34817 00999 09998 294478 342146 09834 09817
Hyp, Qu
3 Py, Hy, Qy, Piy, 9:9:1 2 1.2041 35195 09998 09998 285460 322658 0.9847 09837
Hip, Qu Pia
Hia, Qua,
4 Py, H, Qy, Py, 12:12:1 2 1.2886  3.5433 (059998 09998 268016 31.0912 09857 09849
Hip, Qu Pia
Hiz, Quz, Pis,
His, Qus

In this study the all performance of the LM, BFGS, SCG and RBF the training result in training
process is the better than the result in testing process. The LM leaming algorithm attained the required
accuracy with less number of the iteration. The LM achieved the goal before 5000 epoch and the
convergent faster and shortest time than SCG and BFGS. When compared between MLRg, LM, SCG,
BFGS and RBF , the MLRg model 2 with the 6 input variable is the better and more accurate to
prediction suspended sediment discharge in Jenderam catchments.

The special for RBF, the MAE negative only on structure data input 3-3-1, while for structure data
input 6-6-1, 9-9-1 and 12-12-1 the all MAE is a positive. Based on the performance statistics value,
MLRg, LM, SCG, BFGS and RBF suitable for modeling the non-linear complex behavior of
suspended sediment discharge.

7. Conclusion

In this paper, the MLRg, MLP ( LM, SCG and BFGS) and RBF are used prediction daily suspended
sediment discharge in Jenderam catchments Selangor Malaysia. The perfect line between observed
and predicted, LRg model 2 with a 6 variable independent produced R* value 0.9974, with
highest than the model 1 ( R* 0.9968), model 3 (R* 0.9809) and model 4 ( R* 0.9638) only a slightly
different. Even between MLR g model | and model 2 ( 3 and 6 input variable independent) there was
no significance difference in prediction, because the value MAE, RMSE, R* and CE rence only
slightly (Table 4). The all predicted value positive for four MLRg model. Increasing the number of
independent variables in the model MLRg, suspended sediment discharge prediction have a trend less
accurate, but the difference only slightly. In this study the all performance of the LM, BFGS, SCG and
RBF the training result in training process is the better than the result in testing process. When
compared between MLRg, LM, SCG, RBF, has a obtained the BFGS model structure 3-7-1 is the
better and more accurate to prediction suspended sediment discharg@El Jenderam catchments. Based
on performance of MLRg, LM, SCG, BFGS and RBF accurately for modeling the non-linear complex
behavior of suspended sediment responses to rainfall, water depth and discharge in small catchments
area .
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