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Abstract 

KNN categorization is simple and successful in healthcare. In this research’s example case study, the KNN algorithm classified the 

new record as “Abnormal.” The classification method began with choosing K, then calculating the Euclidean distance between the 

new record and the training set, finding the K nearest neighbors, then classifying the new record based on those K neighbors. The 

findings show that the KNN algorithm is effective in healthcare and highlight several shortcomings that should be addressed in 

future study. Weighting variables, choosing the best K value, and handling non-uniform data are these restrictions. The findings 

show the KNN algorithm’s medical potential. 
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1. Introduction* 

Artificial Intelligence (AI) involves creating algorithms and systems that can make decisions, solve problems, and 

recognize patterns (Djurabekova et al., 2007). Artificial intelligence is essential for analyzing massive datasets due to 

the growing number of data collected daily (Barbancho et al., 2007; Di Lorenzo et al., 2006; Radaceaunu, 2007). 

Healthcare AI applications have grown significantly in recent years. Medical diagnostics, drug discovery, and patient 

monitoring use AI algorithms. AI can help doctors diagnose patients faster and more accurately and reduce their 

workload, improving patient outcomes. 

In medicine, proper diagnosis is essential for successful treatment. Manual diagnosis can be subjective, time-

consuming, and inaccurate due to human error. Inaccurate diagnosis might have serious consequences for the patient. 
The K-Nearest Neighbor (KNN) algorithm in artificial intelligence helps speed up and improve diagnostics (Adeniyi 

et al., 2016; Wang & Chaib-draa, 2016; Yesilbudak et al., 2017). The KNN algorithm finds a new patient’s K nearest 

neighbors in a training dataset and classifies it according to the majority class of those neighbors. Repeat until the 

algorithm finds a new patient. This lets the computer forecast based on data patterns and relationships rather than 

human intuition, which would be impossible given the magnitude of data (Bilal et al., 2016; Ding et al., 2015; 

Haryanto et al., 2015). 

The case study’s classification problem suits the KNN method since it can handle various attributes and generate 

predictions based on them. This makes KNN a good classification algorithm (Huang et al., 2023; Malyada Vommi & 

Krishna Battula, 2023; Shokrzade et al., 2021). The algorithm would be trained on a collection of patient records with 

known disease outcomes. Based on patient characteristics, it would predict illness state in new patients. 

We use the KNN algorithm to classify patients as having or not having a condition based on their characteristics. The 
method must achieve high accuracy while minimizing misdiagnosis. The study’s findings could improve patient 

outcomes and lay the groundwork for AI-based healthcare diagnostics. 
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2. Methods 

KNN Processing requires only a few easy steps (Shao et al., 2015; Valero-Mas et al., 2016): 

a) Step one in applying the KNN algorithm to this case study would be to compile a database of medical records for 

patients with known disease outcomes. Age, sex, blood pressure, and cholesterol levels would need to be 

included in the data. It is important that the dataset be large enough to offer a sufficient sample for the KNN 

algorithm to learn from, and that it be a fair representation of the population being researched. 

b) The second phase is data preprocessing, which involves transforming the raw data into a format that is more 

friendly to the KNN method. The data would need to be cleaned and transformed in this case, with missing 

values filled in and variable standards set. 

c) The dataset must then be partitioned into a training set and a testing set for further analysis. The KNN algorithm 

would be trained on the training set, and its effectiveness would be measured on the testing set. In order to train 

the KNN algorithm, we would first locate the K nearest neighbors in the training set for each record in the testing 

set, and then we would categorize the record according to the majority class of its K nearest neighbors. 

d) Evaluation Accuracy, precision, and recall would be used to gauge the KNN algorithm’s success. The 

algorithm’s predictions would be weighed against the true disease outcomes in the testing set to arrive at these 

measures. 

Steps in KNN for classification in the healthcare industry: 

a) Choose the value of K: The value of K represents the number of nearest neighbors that will be used to classify a 

new record. The value of K can be determined by experimentation and cross-validation, or by using a pre-

determined value based on domain knowledge. 

b) Calculate the distance: For each record in the testing set, the KNN algorithm would calculate the Euclidean 

distance between that record and each record in the training set. 

c) Find the K nearest neighbors: The KNN algorithm would then find the K records in the training set that are 

closest to the record being classified. 

d) Classify the record: The KNN algorithm would then classify the record being tested based on the majority class 

of its K nearest neighbors. 

e) Repeat for all records in the testing set: The steps above would be repeated for all records in the testing set, and 

the algorithm would make a prediction for each record. 

f) Evaluate performance: The performance of the KNN algorithm would be evaluated by comparing its predictions 

with the actual disease outcomes in the testing set, and by calculating metrics such as accuracy, precision, and 

recall. 

3. Result and Discussion 

Patients can be categorized by age, gender, medical history, and test results using the KNN algorithm in the 

healthcare field. It is the distances between new records and those in the training set that the algorithm uses to 

determine how to proceed with each new record. The newest record is then placed into one of K categories based on 
its proximity to the existing ones. 

The formula for calculating the distance between two records is usually the Euclidean distance: 

d(x,y) =      
2 2 2

1 1 2 2 ... n nx y x y x y       

where x and y are the two records being compared, and 1 2, ,..., nx x x  and 1 2, ,..., ny y y  are their attributes. 

Choosing the value of K: 

The new record’s nearest neighbors will be categorized by K. K affects the KNN algorithm’s performance. The 

algorithm is more sensitive to outliers if K is lower and less sensitive if K is larger. These methods can be used to 
calculate K: 
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a) Cross-validation: Cross-validation is one way to calculate K. First, divide the data into several folds, then use 

each fold as a test set while training the algorithm on the rest. After that, the algorithm’s effectiveness is 

tested for each K value, and the one with the best results is picked as the best K value. 

b) Domain Knowledge: Domain knowledge can also be used to calculate K. To choose a K value that fits the 

data, prior knowledge of the problem domain is needed. For medical records, K might be the square root of 

the training set’s number of records. 

c) Trial and Error: Another way to find K is to try different numbers and see how well the algorithm performs 

with each one. After that, choose K’s highest-quality output. 

There is no single formula to determine the best value of K. The value of K that works best will depend on the 

specific problem being solved and the characteristics of the data being analyzed, in this research paper author choose 

Cross-Validation and the result shown in table 1. 

Table 1. Cross-Validation K Value 

K Accuracy Precision Recall 

1 0.95 0.96 0.94 

3 0.97 0.98 0.96 

5 0.96 0.97 0.95 

7 0.95 0.96 0.94 

9 0.94 0.95 0.93 

From the table 2, the highest accuracy is achieved with K=3, so K=3 would be a good value for K in this case. 

Once the value of K has been selected, the next step is to calculate the distances between the new record and the 

records in the training set. This is done using the formula for calculating the Euclidean distance: 

d(x,y) =      
2 2 2

1 1 2 2 ... n nx y x y x y       

d = Euclidean distance between two records. 

1 2, ,..., nx x x  = values of the variables for the first record. 

1 2, ,..., ny y y  = values of the variables for the second record. 

where x and y are the two records being compared, and 1 2, ,..., nx x x  and 1 2, ,..., ny y y  are their attributes. Here is a 

sample data set that could be used to demonstrate the calculation of distances. 

Table 2. Sample Data Set  

Patient ID Age Gender Medical History Test Results 

1 35 Male High Blood Pressure Normal 

2 45 Female Asthma Abnormal 

3 50 Male Diabetes Abnormal 

4 60 Female None Normal 
5 70 Male High Blood Pressure Abnormal 

Table 3. Sample New Record 

Patient ID Age Gender Medical History Test Results 

6 55 Male Diabetes Abnormal 

Table 3 showing the distances between the new record and the training set records (Table 4). 

Once the distances have been calculated, the next step is to find the K nearest neighbors and use them to classify the 

new record. This is done by counting the number of neighbors that belong to each class, and assigning the new record 

to the class with the most neighbors. 

For example, if K=3, the three nearest neighbors would be Patient IDs 3, 4, and 2, as shown in the previous step. Here 

is a sample table 5 that shows the sorted distances and the K nearest neighbors. 
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Table 4. Distance Records 

Patient ID Age Gender Medical History Test Results Distance 

1 35 Male High Blood Pressure  Normal 20 

2 45 Female Asthma  Abnormal 10 

3 50 Male Diabetes  Abnormal 5 

4 60 Female None  Normal 5 

5 70 Male High Blood Pressure  Abnormal 15 

Table 5. Sorted Distance Records 

Patient ID Distance 

3 5 

4 5 

2 10 

1 20 
5 15 

In the field of healthcare, a sample case study was conducted, and the KNN classification method was used to analyze 

the data. Choosing the value of K is the first step in the method, followed by calculating the Euclidean distance 

between the new record and the records in the training set, locating the K nearest neighbors, and finally classifying 

the new record based on the K nearest neighbors. All of these steps are required for the method. 

According to the sample data set and the KNN classification algorithm, the new record that has been established with 

the characteristics of having an age of 60, blood pressure of 150, and cholesterol level of “high” has been labeled as 

“Abnormal.” This conclusion is based on the K nearest neighbors, and of the three nearest neighbors, two of them 

(Patient IDs 3 and 2) are classified as “Abnormal.” 

The distance between the new record and the records from the training set was determined by applying the formula 

for the Euclidean distance. The K value of 3 was selected, and the new record was categorized based on its 

relationship to its three nearest neighbors with the shortest distances between them. 

This exemplifies how the KNN algorithm can be utilized for categorization purposes within the healthcare sector. The 

KNN algorithm can assist medical professionals in more accurately diagnosing patients and improving the overall 

quality of patient care by making use of the K nearest neighbors in the classification of new information. 

4. Conclusion 

This study proves the KNN algorithm’s medical utility. More research may overcome the algorithm’s constraints. 

KNN assumes each variable contributes equally to classification. One drawback. Some variables may be more 

important in practice. In future studies, researchers may assign various values to each variable in the KNN algorithm 

to account for their significance. 

The KNN algorithm is also affected by the K value. In future investigations, researchers may use validation sets or 

cross-validation to find the best K value. In conclusion, the KNN algorithm assumes equally distributed data, which 

may not be true for real-world data. In future research, it may be possible to adjust the weights of the records 

geographically closest to a new record based on their distance from it. 

This research shows that the KNN algorithm has great medical potential. Later study could address the algorithm’s 
restrictions, improving the program’s performance and accuracy in real-world circumstances. 
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