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ABSTRACT

Air pollution is an important environmental problem for specific areas, including Makassar
City, Indonesia. The increase should be monitored and evaluated, especially in urban areas
that are dense with vehicles and factories. This is a challenge for local governments in urban
planning and policy-making to fulfill the information about the impact of air pollution. The
clustering of starting points for the distribution areas can ease the government to determine
policies and prevent the impact. The k-Means initial clustering method was used while the
Self-Organizing Maps (SOM) visualized the clustering results. Furthermore, the Geographic
Information System (GIS) visualized the results of regional clustering on a map of Makassar
City. The air quality parameters used are Suspended Particles (TSP), Sulfur Dioxide (SO2),
Nitrogen Dioxide (NO2), Carbon Monoxide (CO), Surface Ozone (O3), and Lead (Pb) which
are measured during the day and at night. The results showed that the air contains more
CO, and at night, the levels are reduced in some areas. Therefore, the density of traffic,
industry and construction work contributes significantly to the spread of CO. Air conditions
vary, such as high CO levels during the day and TSP at night. Also, there is a phenomenon at
night that a group does not have SO2 and O3 simultaneously. The results also show that the
integration of k-Means and SOM for regional clustering can be appropriately mapped through
GIS visualization.
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1. Introduction

Air pollution is a serious environmental problem for specific regions, including
developing countries, since it causes chronic impacts on human health. Moreover, the
decline in air quality can raise concerns about the impact. This is because every
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substance in the atmosphere under certain conditions can harm humans in terms of
health and the environment [1].

WHO in 2019 reported that at least 7 million deaths occur annually due to air pollution.
It can be caused by climate change, the greenhouse effect, and significant air pollutants
such as particulate matter, sulfur dioxide, nitrogen dioxide, carbon monoxide, and ozone
[2]. The increasing population and high energy consumption in urban areas cause air
pollution to worsen. More than half in urban areas is caused by transportation. The
high level of air pollution causes the depletion of the ozone layer and increased global
warming [3–6].

The increase in this pollution should be monitored and evaluated, especially in urban
areas densely packed with vehicles and industrial factories. This is a big challenge for
the government in urban planning and policy-making to provide information about the
dangers of air pollution. Therefore, preliminary knowledge about the conditions in urban
areas is needed.

In this case, studies are conducted on air pollution in the Makassar City area, Indonesia.
Makassar suffers severe air pollution as one of the urban areas that cause population
growth to be very rapid. In addition, changes in air quality in this city are caused by the
construction of industrial centers and the volume of vehicles increasing every day.
Therefore, efforts are needed to facilitate the government in setting environmental
policies by describing air pollution conditions by clustering points (regions).

Clustering is the process of collecting objects with similarities into a cluster. The results
show that objects in one cluster are more homogeneous, while those between clusters are
more heterogeneous [7]. There are two classical cluster analysis methods: hierarchical
and non-hierarchical clustering methods. Determination of the total clusters formed for
these two methods is conducted subjectively. First, the dendrogram’s cut-off or cut point
was determined using cluster visualization. In the non-hierarchical clustering method,
the determination of the total clusters was conducted by the knowledge and experience
of researchers [8, 9]. These methods are based on interval or ratio scale data [10], and one
of the non-hierarchical clustering methods is k-Means.

A related research that uses k-Means as a clustering method includes [11] applying the
k-Means clustering algorithm in human infectious diseases. The k-Means analyzed the
spread of infectious diseases in humans based on several variables formed per
sub-district in 32 health centers in the Majalengka Regency. Furthermore, a research by
Ardillah, et.al [12] used permutation entropy, k-Means clustering, and multilayer
perceptron in detecting epilepsy in humans. This creates a system that can predict
whether a person has seizure-free or seizure epilepsy.

Other swarming methods are also developed using artificial intelligence. Artificial
Neural Network (ANN) is an information processing paradigm inspired by biological
systems, namely neurons, such as the brain, processing information [13]. The key to
ANN is the structure of the information processing system, which consists of several
elements (neurons) integrated to solve specific problems. There are two learning
processes for weight changes in artificial neural networks: supervise and unsupervised
learning [14, 15].

Self-Organizing Maps (SOM) is a topology form of Unsupervised ANN. Clustering using
the SOM algorithm obtains the characteristics of the observed objects. Furthermore, this
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algorithm can be used for large and small data and visualize the clustering results in
a lower dimension. SOM can group data for all data types (categorical and numeric)
[13], and the visualization capability can overcome the shortcomings of other clustering
methods that are difficult when the data size is large, such as the use of dendrograms.

However, the SOM clustering method has limitations because it needs to define the
command line’s code point (region). Research conducted by Annas and Rais [16] used
k-Means and Geographic Information System (GIS) in visualizing the results of
clustering natural disaster areas in Indonesia. The k-Means were used as the initial
clustering and then developed the SOM method to visualize the results. Furthermore, a
Geographic Information System (GIS) is used to visualize air pollution on a map of
Makassar City. It can visually map by area of environmental quality [17, 18]. Therefore,
ease the government in formulating policies to deal with air pollution problems in
Makassar City.

2. Methods

The data used are the results of air condition measurements obtained from the
Environmental Service, which are randomly distributed and have gone through
laboratory analysis of the Makassar City Health Department. The data obtained are the
results of air quality parameter measurement values. Explanation of air quality
distribution in a map uses an interpolation approach; therefore, the concentration and
level of air quality at other locations that are not measured can be known.

The Makassar City pollution measurement was carried out in two stages, namely Ambien
I and Ambien II, respectively, in 2018. Each ambient was measured during the day and
night, and the variables used were Total Suspended Particles (TSP), Sulfur Dioxide (SO2),
Nitrogen Dioxide (NO2), Carbon Dioxide (CO), and Ozone Layer (O3). The locations for
measuring air quality are presented in Table 1.

Table 1. List of air sampling locations

No Location Longitude Latitude Code
1 Pettarani and ST. Alauddin T-junction 119.431 -5.174 A
2 Front of the PLN Region VII Hertasning Office 119.448 -5.167 B
3 Front of Kejasdem Wirabuana Military 119.420 -5.148 C

Region Command XIV
4 Front of PT Eastern Pearl Flour Mills Office 119.411 -5.117 D
5 Front of Panampu Market 119.426 -5.118 E
6 Makassar Mall 119.413 -5.130 F
7 Karebosi Field 119.414 -5.135 G
8 Front of Prima Hotel 119.416 -5.152 H
9 Front of A. Mattalatta Stadium 119.414 -5.158 I
10 Front of the Mayor’s Rujab 119.409 -5.147 J
11 Urip Sumiharjo – Pettarani intersection 119.440 -5.137 K
12 Front of the Al-Markaz mosque 119.426 -5.132 L
13 Front of the Governor’s Office 119.452 -5.141 M
14 Front of Wirabuana Hall, Urip Sumiharjo Street 119.462 -5.144 N

The data were analyzed by combining k-Means and SOM to classify areas based on air
pollution in Makassar City, Indonesia. The analysis stage carried out was theinitial
cluster center determination

JJoM | Jambura J. Math. 169 Volume 4 | Issue 1 | January 2022



Using k-Means and Self Organizing Maps in Clustering Air Pollution. . .

1. Calculation of the distance to the center of the cluster using the Euclidean distance

D(i,j) =
√
(x1i − x1j)2 + (x2i − x2j)2 + ... + (xki − xkj)2

where:
D(i,j) = Distance of data to I to cluster center j-th

xki = Data to i-th on attribute data to k-th
xkj = The j-th center point on the k-th attribute

2. Clustering data, the smaller the distance from the center of the cluster, the higher
the similarity of the data.

3. Defining a new cluster center, with the following calculations:

Zc =
1
n

n

∑
i=1

Xi i = 1, 2, 3, ...., n

4. Carrying out until the results converge.

Based on the results of the initial clustering of k-Means to the distribution points of air
volume, the SOM algorithm [2] was used to visualize the clustering results with the
following steps.

1. Creating a training data matrix
2. Creating a grid and SOM model
3. Creating a SOM plot based on:

(a) U-matrix, the distance between objects
(b) Component planes, the characteristics of each variable

4. Determining the number of clusters using a decrease in variance in clusters (within-
sum squares, WSS) that is no longer significant or the formation of an elbow (elbow)
and the highest silhouette coefficient as a comparison for WSS.

s(i) =
b(i)− a(i)

max{a(i), b(i)}
where:

s(i) = i-th object silhouette coefficient
a(i) = the distance between object i and other objects in the same cluster
b(i) = the minimum value of the average distance of the i-th object with

other objects from different clusters
5. SOM plots are based on codes, the characters of each cluster.
6. Adding a cluster delimiter in step 6 using the k-Means algorithm as follows:

(a) Determining randomly the coordinates of the location of k centroids c1, c2, . . . ,
ck as the center of the cluster, where the number of c is equal to the variable p.

(b) Calculating the distance (dij) of each object (xi) to each centroid (cj)

dij =
√
(xi − cj)2.

(c) Putting object (xi) into a j-th cluster if dij is less than dij’, j 6= j’, j,j’∈k.
(d) Updating the coordinates c1, c2, . . . , ck where c is the vector mean of p variables

from xi that are members of the jth cluster.
(e) Repeating steps b, c, and d until there is no change or the change in cj is no

longer significant.
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A visualization of the air quality distribution map by region was carried out using GIS
software based on using k-Means and SOM for regional clustering.

3. Results and Discussion
3.1. Air Quality During the Day

The parameters used to measure air quality in Makassar City are TSP, SO2, NO2, CO, and
O3. The first measurement was carried out during the day, and the statistical results of the
descriptive analysis are presented in Table 2. It showed that the air content during the day
with the highest average was CO and far above the average content of other parameters
due to the density of vehicles during the day. Subsequently, industrial and construction
workers operating in urban areas also contribute to high levels of air pollution [1, 2].

Table 2. Summary of measurement statistics during the day

Variable Average Standard Deviation Minimum Maximum
TSP 9.25 6.53 2.14 26.67
SO2 29.42 3.71 26.01 36.57
NO2 1.81 0.83 0.46 3.88
CO 775.40 39.83 718.00 835.10
O3 11.19 11.18 0.95 41.93

Based on air quality parameters using k-Means, there are seven regional clusters. The
members and their characteristics are described in Table 3, and the results are then
visualized using SOM, which consists of a U-matrix and visualization of clusters formed
through Component Plants. The results of the SOM visualization can be seen in Figures
1 and 3.

Table 3. Results of clustering k-Means and the characteristics of each

Cluster Member Characteristics
1 M, N Filled by areas with high CO levels
2 E Filled with areas with high levels of TSP, SO2, NO2, CO, and O3
3 A, B, C, D Filled with areas with high levels of TSP and NO2 and high SO2
4 I, J, K Filled by areas with high enough CO levels
5 H Filled by areas with high levels of NO2
6 F Filled by areas with high CO levels
7 G, L Filled by areas with high CO and O3 levels

Figure 1 shows the CO parameter content in group 2, marked in red (Figure 3). This
condition shows the high CO content in the area, while the content of other air quality
parameters is in the medium and low categories.

The optimum number of clusters is determined using WSS with an elbow compared with
the silhouette coefficient. Based on the WSS graph shown in Figure 2 on the left, elbows
are formed at points 3, 4, 6, and 7. On the right, the silhouette coefficient is at points 7
and 0.285 or a WSS value of 0.132. Based on this, there are seven optimal clusters.

The results of clustering and visualization with maps are shown in Figure 3. Each color
represents a cluster; therefore, each area with the same cluster has a similar color. For
example, cluster 1 is blue with only one region, while 2 is red with only one region. Other
areas with similar characteristics are the result of interpolation. Cluster 3 is marked in
green with four regions, while 4 is marked with a yellow color consisting of three regions.
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Figure 1. U-matrix and component planes

Figure 2. Determination of the number of clusters

Figure 3. SOM results and air quality distribution map for Makassar City

Clusters 5 and 6 are highlighted with purple and brown colors, consisting of one region,
while 7 consisting of two regions, is indicated in purple.

Figure 3 shows a map of the distribution of air quality resulting from SOM clustering

JJoM | Jambura J. Math. 172 Volume 4 | Issue 1 | January 2022



S. Annas, et.al

using GIS, and the description of each cluster/region is presented in Table 2. Cluster
1 consists of two areas, namely M and N, with a high vehicle density level due to a
relatively wide main road. Cluster 2 only consists of one area, E. This is the Pannampu
Market area, and its surroundings have high levels of TSP, SO2, NO2, CO, and O3. Cluster
3 consists of regions A, B, C, and D, which are characterized by high levels of CO. Cluster
5 consists of an H region with high levels of NO2, while Cluster 6 consists of an F region
with high CO levels. The last cluster consists of regions G and L with high CO and O3
levels.

3.2. Air Quality at Night

The air quality measurements in Makassar City at night have characteristics as presented
in Table 4. It can be seen that the average TSP, SO2, NO2, CO, O3, and Pb tend to be
smaller than the measurements during the day. The clusters formed can be descriptively
different as the clustering results in measurements.

Table 4. Summary of measurement statistics at night

Variable Average Standard Deviation Minimum Maximum
TSP 7.93 3.45 2.14 14.76
SO2 28.50 3.10 24.74 33.18
NO2 1.15 0.67 0.23 2.41
CO 772.40 55.62 714.80 867.60
O3 3.29 3.64 0.01 11.89

Table 4 shows descriptive measurements of air conditions. The air content at night with
the highest average is CO due to the density of vehicles in Makassar City. However, the
CO content in the air at night remains well above the average for other variables.

Table 5. k-Means clustering results and characteristics of each cluster

Cluster Member Characteristics
1 A, B, C, D, E, K Filled by areas with high levels of NO2, SO2, and CO
2 L, M, N Filled by areas with high levels of CO and O3
3 G, H, J Filled by areas with high levels of O3 and SO2
4 F, I Filled by areas with high levels of TSP and SO2

The clustering k-Means obtained 4 groups, and their characteristics are described in Table
5. The results are then visualized using SOM, consisting of a U matrix and visualization
of the groups formed, as seen in Figures 4 and 6.

In Figure 4, the CO content is located in group 1, marked red. This condition also shows
the high content of CO levels compared to other air quality parameters. The optimum
number of clusters is determined using WSS with an elbow compared with the silhouette
coefficient. Based on the WSS chart shown in Figure 5 on the left, elbows are formed at
points 3, 5, 6, and 7. Therefore, the highest silhouette coefficient of 0.284 is at point 4 or
the WSS value of 0.32. Based on this, the optimal number of clusters is 4.

The results of clustering and cluster visualization with maps are shown in Figure 6.
Cluster 1 is blue with six regions, and other areas with similar characteristics result from
interpolation. Clusters 2 and 3 are marked in red and green with three regions, while
Cluster 4, consisting of two regions, is highlighted in yellow.
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Figure 4. U-matrix and component planes

Figure 5. Determine the number of clusters

Figure 6. SOM results and air quality distribution map for Makassar City

Figure 6 shows a map of the distribution of air quality resulting from SOM clustering
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using GIS, and the description of each cluster/region is presented in Table 5. Cluster 1
consists of regions A, B, C, D, E, and K with high NO and SO. Cluster 2 consists of
regions L, M, and N with high CO and O3. Cluster 3 consists of regions G, H, and J,
characterized by high O3 and SO2. Cluster 4 consists of regions F and I with high levels
of TSP and SO.

4. Conclusion

The use of k-Means and SOM has been applied in regional clustering based on air
quality parameters in Makassar City. The clustering results provide information about
the air pollution in each region during the day and at night. The lower air quality in a
region group indicates higher pollution. Determining the number of clusters based on
the WSS graph at night, the optimal number of clusters is 7 regional clusters, while at
night, 4 regional clusters are formed. This indicates differences in the distribution of
pollution characteristics in each regional group formed between day and night. The
unequal distribution of air pollution in each regional group is caused by differences in
traffic density, industry, and development work. Although the integration of k-Means
and SOM has grouped regional characteristics in Makassar City, mapping air pollution
distribution per region can be adequately visualized using GIS.
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