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ABSTRACT

Data analysis based on two-way ANCOVA models of a numerical variable Y with
categorical factors A and B, and various sets of covariates, can easily be done using
a software. They are classified into two types of ANCOVA models, namely ANCOVA
models with the interaction factor A*B as an independent variable, and the additive
ANCOVA models without the interaction. | would consider, an additive N-way
ANCOVA model is the worst model among all general linear models with the same
set of variables, in a theoretical sense.

In addition, based on a balanced panel data with ., _  individual-time or firm-time
observations, various two-way fixed-effects models (TWFEMs) have been presented
in the Journal of Finance (JOF). For examples, Atanassove (2013) presents several
TWFEMSs using over 147 thousand firm-time observations, and Vikrant (2013,p. 908)
presents several TWFEMS and two three-way FEMs, namely Firm, Year, and
Industry*Year Fixed Effects Models using 15,310 observation with 2,948 firms.

In fact, a TWFEM is a special additive Two-way ANCOVA model with A is a factor of
the N-firms, and B is a factor of the T-time-points, and various sets of covariates.
Thence, a TWFEM is representing N xT simple linier regressions or multiple
regressions with the same slopes of the covariates, and N xT difference

intercepts. Furthermore, note that each of the N xT homogeneous regressions

contains only a single observation, since the data has only N xT observations. So
I would consider TWFEMs are the worst models. To support this statement, this
paper presents an empirical results based on a data with 4x3 firm-time
observations, with special notes and comments.

Furthermore, for a comparison, this paper also presents general specific equations
of Heterogeneous Regressions, two-way ANCOVA models, and TWFEMSs, with
selected empirical outputs, using EViews. Refer to Agung (2014a, 2011) for
additional examples with special notes and comments on various statistical models.
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1. INTRODUCTION

It is recognized that an ANCOVA model is a reduced a heterogeneous
regressions model (HTR). which could interaction or additive N-way factorial ANOVA
model, for N>1. However, | suspect, many researchers or analysts are considering there
is no relationship between an ANCOVA model and a HRM. In fact, HRM might be
introduced for the first time by Johson and Newman (J-N) in 1936 (quoted by Huitema,
1980).

On the other hand, many students and the researchers in the field of finance,
present ANOVA models with thousands or hundred — thousand of dummy independent
variables, called fixed-effects-model (FEM). For examples, Atanassove (2013) presents
several TWFEMSs using over 147 thousand firm-time observations, and Vikrant (2013, p.
908) presents several TWFEMS and two three-way FEMs, namely Firm, Year, and
Industry*Year Fixed Effects Models using 15,310 observation with 2,948 firms.

| would consider a M-way FEM, for M > 1, as the worst ANCOVA model among
all possible models with the same set of variables, in theoretical sense, since a panel
data with N x T firm-time or individual-time observations would present N xT regression
models with the same slope parameters. As the comparison study between the models,
this paper only presents alternative simple models of the numerical problem variable Y
by two categorical or treatment factors A and B, with a covariate X, such as
heterogeneous regressions model (HRM), recommended ANCOVA model, not-
recommended ANCOVA model, a worts ANCOVA model, and two-way fixed-effects
model (TWFEM).. Note that the data of the variables A, B, Xand Y can be cross-section
data, experimental data, or balanced panel data (BPD). For more empirical results of a
more advance models refer to Agung (2014 & 2011)

2. HETEROGENEOUS REGRESSION MODELS (HRMSs)
The simplest HRM can be represented using either one of the following equation
specifications (ES) in EVies. Refer to Agung (2011) for alternative ESs.

Y X*@Expand(A,B) @Expand(A,B) (1a)

Y X X*@ Expand(A.B @ Dropfirst) @ Expand(A,B) (1b)
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where the function @Dropfirst indicates that the first cell of (A=iB=j), say (1,1) is
selected as the referent cell/group. Other functions can be used are @Dropiast or
@Drop(i).

On the other hand, if the joint effects the independent variables X, A, and B will
be tested, it is suggested to apply one of the following alternative ESs, since the outputs
directly present relevant test statistics., such as the F-statistic for the OLS regression,
and LR-statistic for the binary choice models (Probit, Logit, or Extreme Value) specific
for a zero-one dependent variable Y.

Y C X*@Expand(A,B) @Expand(A,B,@ Dropfirst) (2a)

YC X X*@Expand(A.B,@ Dropfirst) @Expand(A,.B,@@ Dropfirst) (2b)

Note that the four ESs above in fact are representing exactly the same
regression, with different form of functions, which can be easily obtained and written

based on the outputs — see the Appendixes.

3. REcOMMENDED ANCOVA MODELS

3.1 The Simplest ANCOVA Models
The simplest two-way ANCOVA models can be represented using either one of
the following equation specifications.
Y X @Expand(A,B) (3a)

Y C X @Expand(A.B,@ ropfirst) (3b)

3.2 Modified Two-Way ANCOVA Models

Corresponding to the simplest ANCOVA models (3a) and (3b), the modified two-
way ANCOVA models can be represented using either one of the following equation
specifications.

G(Y) F(X) @Expand(A,B) (4a)

G(Y) CF(X) @Expand(A,B,@ ropfirst) (4b)
Interational Conference on Statistics, Mathematics, Teaching, ﬂ g ﬂf
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where F(X) and F(Y), respectively, can be any functions of variable X and Y, without
parameter. Refer to Agung (2014, 2011, & 2006) for alternative functions of F(X) and
F(Y)

3.3 Advanced Two-Way ANCOVA Models
Corresponding to the simplest ANCOVA models (3a) and (3b), advanced two-way
ANCOVA models with K-covariates can be represented using either one of the following
equation specifications.
YX1X2 .. XK @Expand(A,B) (5a)

YCX1X2 .. XK @Expand(A,B,@ Dropfirst) (5b)

where Xk can be a main variable or an interaction variable. If Xk = X< = X“k for all
k=1,...,K, then we have a K-th degree polynomial ANCOVA model.
Note that having a large number of covariates, the ANCOVA models in (5) would

be inappropriate models, in a theoretical sense.

4. NOT-RECOMMENDED ANCOVA MODELS
Here, | would present only the simplest ANCOVA model, which is a not-
recommended model, which could be the worst ANOVA model, with the following

alternative equation specifications.

Y X @Expand(A) @Expand(B,@ Dropfisrt) (6a)
Y C X @Expand(A,@ Dropfirst) @ FExpand(B,@ Dropfisrt) (6b)

These models represent a set of 7 xJ simple linear regressions (SLR), with a
special pattern set of intercepts, which are known as additive ANCOVA models. Note
that compare to previous ANCOVA models in (1) up to (5) with IxJ intercept
parameters, which is equal to the number of cells generated by the two factors A and B,
these models only have (I +.J —1) intercept parameters, which is much less than I x J
for large levels of the two factors. For instance, for &6, and J=5 these models have only
10 intercept parameters, and the recommended models have 30 intercept parameters.

% 1 International Conference on Statistics, Mathematics, Teaching,
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So that these models have special limitations or specific pattern of intercept parameters,
which are not considered and mentioned by most researchers.

As an illustration, let us see the ANCOVA models in (1a), and (6a), for 2, and
J=3. Based on the statistical results of these models, the following general equations
can easily be obtained or written.

Y=C)* X+ C2)*(A=1*(B=1)+ C3)*(A=1D*B=2)+ C@A*(A=1)*B=3)
+ C5Y(A=2¢B=1)+CO6)*(A=2)B=2)+ C(I*(A=2)*B=3)+¢

(1a)

Y=C)*X +CR2)*(A=1)+C(3)*(A=2)+C(A)*(B=2)+C(5)*(B=3)+¢&

(6a)

where (A=i) indicates a dummy variable or a zero-one indicator of the i-th level of factor
A, and (B=)) indicates a dummy variable or a zero-one indicator of the jth level of factor

B.

Table-1 Intercept parameters of the ANCOVA models in (1a) and (6a), for I=2

and J=3
A=1 A=2 Af1-2) A=1 A=2 A(1-2)
B=1 c2) c(5) c(2)-C(5) B=1 ) c3) c(2)-c(3)
B=2 c(3) C(6) c(3)-C(6) B=2 | C(2)+C(4) | C(3)+C(4) | c(2)-C(3)
B=3 c(4) c(7) c(4)-c(7) B=3 | C(2)+C(5) | C(3)+C(5) | C(2)-C(3)
B(2-1) C(3)- C(6)-C(5) DID-1 B(2-1) C(4) C(4) 1]
C(2) B(3-1) C(5) C(5) 0
B(3-1) C(4)- C(7)-C(5) DID-2 (b). Intercept parameters of ANCOVA Model in (6a)
c2)

Then based on these two equations, we can develop the intercept parameters of
each of the models, as presented in Table-1. Based on this table the following notes and
comments are presented.

(1). Each of the six cells of the Table -1(a), contains only an intercept parameter of the
ANCOVA model (1a). For instance, C(2) as the coefficient of the independent
dummy variable (A=1)*(B=1) should be in the cell (A=7,B=1). This table also present
two statistics Difference-In-Differences (DID), namely

DID-1= -C(2)+C(3)+C(5)-C(6) & DID-2=-C(2)+C(4)+C(5)-C(7)
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If DID-1 # 0 or DID-2 # 0, then we can say that the effect of factor A on Y depends
of factor B, or the effect of factor Bon Y depends on factor A, which is more relevant
based on a theoretical concept .

(2). The intercept parameters by the factors A and B, in Table-1(b) can be developed as

follows:

» The intercept parameter C(2) as the coefficient of the dummy variable (A=7), it
should be inserted in (A=17,B=j), for all j=1, 2, and 3.

» Similarly for the parameter C(3) as the coefficient of the dummy variable (A=2),
it should be inserted in (A=1,B=j), for all j=1, 2, and 3.

» The intercept parameter C(4) as the coefficient of the dummy variable (B=2), it
should be added in (A=i,B=2), for all i=1, and 2.

> Similarly for the parameter C(5) as the coefficient of the dummy variable (B=3),
it should be added in (A=i,B=3), for all i=1, and 2.

(3). Note that Table-1(b) shows the following patterns.

» The intercept differences A(7-2), say C(2)-C(3), are constant for all levels of
factor B.

» The intercept differences B(2-1), say C(4), are constant for all level of the factor
A.

» The intercept differences B(3-1), say C(5), are constant for all level of the factor
A.

» Then we have DID-1 =DID-2 =0.

Example-1 Application of a HRMin (1b)

Appendix-1 presents the statistical results of a HRM in (1b), based on a specific
selected set of variables in Data_Faad.wf1, with its estimation command, estimation
function, and a redundant variables test. Based on these results the following findings
and notes area presented.

(1). The LS regression function clearly shows that the six simple linear regressions
(SLRs) have different slopes, with a minimum of 2.915967 — 4.000359 = -1.084392
in (A=2,B=8), and a maximum of 3.0260033 in (A=2,B=1). In addition, note the

following two specific tests.

ﬂ 7 International Conference on Statistics, Mathematics, Teaching,
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> Inthe cell (A=1,B=1), X has a significant positive linear effect on Y, based on the
t-statistic of fo=2.509530 with df = 288 and a p-value = 0.0126/2 = 0.0063

» At the 5% level of significance, the covariate X has a significant different linear

effects on Y between the two cells (A=1,B=1) and (A=2,B=3), based on the t-

statistic of to= -2.028769 with df = 288 and a p-value 0.0434.

> Based on these findings, | would say that an ANCOVA model is not a valid model.

(2). On the other hand, based on the redundant variables test, at the 10% level of

significance, it is obtained a conclusion that the six slope parameters have an

insignificant differences, based on the F-statistic of Fo=2.565710 with df =(5,288)

with a p-value = 0.1697. Then, based on this conclusion, an ANCOVA model would

be an acceptable model, in a statistical sense.

Example-2: Empirical Results of an ANCOVA Model

As a reduced model of the HRT in Example-1, Appendix-2 presents the statistical
results of a LS regression based on the equation specification (3a), with its estimation
command and estimation function, based on Data_Faad.wf1. Based on these statistical
results, the following findings and notes are presented.
(1). The general equation of the ANCOVA model with six intercept parameters, and its

estimation function can be easily written, using the output on the right side.

(2). The output on the left hand side presents six simple linear regressions (SLRs) of Y

on X, with the same slope of C‘(l) =1.808184, with the first SLR has an intercept

C(2) =3.362735.

(3). The covariate X has a significant positive linear effect on Y, based on the t-statistic
of to=4.615031 with df = 293 and a p-value =0.0000/2.

(4). All hypotheses on the parameter means differences, including the DID, adjusted for
the covariate X, can be easily written using the parameters C(2) up to C(7), which
are in fact the intercept parameters, and tested using the Wald test. For instance,a
hypothesis on DID, with the null hypothesis

Ho: -C(2)+C(3)+C(5)-C(6) = -C(2)+C(4)+C(5)-C(7) = 0
is accepted based on the F-statistic of Fo=0.738725 with df = (2,293) and p-value
= 0.4787 or the Chi-square statistic of ,11,2 =1.477250 with df = 2 and p-value =

0.4778. Based on this conclusion, then the interaction ANCOVA model can be

reduced to an additive ANCOVA model, as presented in the following example.

Intermational Conference on Statistics, Mathematics, Teaching, %
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Example-3 Empirical Results of a Not-recommended ANCOVA Model
Appendix-3 presents the statistical results of a LS regression based on the
equation specification (6a), with its estimation command and estimation function. Based
on these statistical results, the following findings and notes are presented.
(1). The general equation of the ANCOVA model with only four dummy variable and its
estimation function can be easily written, using the output on the right side.

(2). The output on the left hand side also presents six simple linear regressions (SLRs)

of Yon X, with the same slope of C’(l) =1.808184, and special pattern of intercepts.
For instance, the first SLR in (A=1,B=1) has an intercept C(2) =3.439825, the
second SLR in (A=1,B=2) has an intercept C(2) + C(4) =3.439825 + 0.047629, and

the SLR in (A=1,B=3) has an intercepté‘(2)+ C(S) =3.439825 — 0.235469.

(3). The linear effect of the covariate X on Y is exactly the same as in the ANCOVA
model (3a), with a special pattern of intercept parameters, as presented in Table-
1(b), which would never be observed in reality.

Example-4 Empirical results of the worst ANCOVA Model
To present the worst ANCOVA model based on a cross-section or experimental
data a fictive data set with six observation only, is generated as presented in Appendix-

4, with its statistical results based on the equation specification (6a), with its estimation

command and estimation function. Based on these statistical results, the following

findings and notes are presented.

(1) The results present six simple linear regression of Y on X by the two factors A and
B, with the same slope of 33.151116 and special pattern of intercepts as presented
in the appendix.

(2) Even though its R-squared = 1, it does mean that the model is best possible model,
since the data only has six observations for a set of six linear regressions. So each
regression line only contains a single observation.

(3) So, | would say that this type of statistical results arte the worst statistical results and
they doe not have any value to be presented. In addition, note that if the factor A is
a set of two firms, and the factor B is the time-points, then data would be a balanced
panel data (BPD) with 2 x 3 firm-time observations. To generalize, see the following

section.

ﬂ International Conference on Statistics, Mathematics, Teaching,
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5. WHAT IS A TWO-WAY FIXED-EFFECTS MODEL?

I have found that a two-way fixed-effects model in fact is a two-away additive
ANCOVA model based on balanced panel data. As an illustration, Appendix 5, present
a subset of the data in Spcial_BPD.wf1, which is used in Agung (2014). To generalize,
the variables are presented using the symbols X7, X2, and Y17, and the appendix
presents the unstructured and structured panel data, called BPD.wf1, with 224 x 8 firm-
time observations. The main objective is present to present two alternative similar
statistical results, using only two estimation settings out of several or many alternative
options. So the readers can conduct the analysis using any BPD using exactly the same
models with other alternative options.

Examples-5 Additive Two-Way ANCOVA and Fixed-Effects Models
Appendix-6 presents two alternative stat]istical results using the following
estimation methods.

(i). Using LS Estimation Method for the Additive ANCOVA Model

The LS estimation method is used to obtain the results of an additive Two-Way
ANCOVA using the following equation specification, based on the unstructured BPD in
Appendix-5(a). A part of the statistical results is presented in Appendix-6(a), which shows
only four dummy variables of the F_Code out of 224 possible dummies, and seven
dummy variables of the time-variable (T) out of 8 dummies, since the cell/level

(F_Code=1, T=1)is used as the referent cell.
Y1 C X1 @Expand(F_Code, @Dropfirst) @Expand|(t,@Dropfirst) (7)

(ii). Using Panel LS Estimation Method for the Two-Way Fixed-Effects Model

The Panel LS estimation method is used to obtain the results of the
corresponding Two-Way Fixed-Effects Model (TWFEM) based on the structured BPDin
Appendix-5(b), using the steps presented Appendix-7.

Based on both outputs in Appendix-6, the following findings, notes and comments
are presented.

(1). They present a setof 224x8 =1792 homogeneous regression lines Y1 on X1, with

a constant slope of C‘(2) =0.005786, and a special pattern of the intercepts, since

Intemational Conference on Statistics, Mathematics, Teaching, %
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the models have only (1+223+7) = 231 intercept parameters, which is much less
than the number of cells generated by (F_Code,T), that is 1792.

(2). Since the data only has 1792 firm-time observations, which are exactly the same as
the number of the homogeneous regression lines presented by both models, then |
would consider that both models are the worst models, in theoretical and statistical
senses. AS a comparison, refer to the statistical results and notes presented in the
Example-4.

(3). It has been well known that the main objective of ANCOVA is to study the mean
differences of Y between the cells generated by the factors, adjusted for the
covariate. However the TWFEM does not present the coefficients of the independent
dummy variables. So it can be said that the TWFEM in Appendix-6(b), is worsethan
the additive ANCOVA model presented in Appendix-6(a). Note that the model in
Appendix-6(a) presents the estimates of 231 intercept parameters, but the modelin
Appendix-6(b) presents only one estimate of the 231 parameters, namely, (:‘(l) =
1.603739 . Based on these outputs, | would say that the TWFEM is worse than the
additive two-way ANCOVA model in Appendix-6(a).

(4).0On the other hand note that both outputs present the same statistical values, such
as the R-squared up to the F-test statistics.

(5).Based on the output in Appendix-6(a), we can present or write the set of 1792 simple

linear regressions, but we can'’t do it based on the output in Appendix-6(b). And it is
not very clear what is the value of C(1)=1.603739 in addition to the coefficient of

the independent dummy variables, as the intercepts of the regression lines. Note
that the output only present an equation with the symbol [CX=F,PER=F].

6. RECOMMENDED PANEL DATA MODELS
Referring to the alternative simple models presented above, where the TWFEM
has been considered as the worst two-way additive ANCOVA model, then | would

recommend the following alternative models, specific for the balanced panel data (BPD).

6.1 SIMPLE HETEROGENEOUS REGRESSION MODEL WITH ITS POSSIBLE REDUCED
MODELS
It has been well known that the basic objective of data analysis is to study diffrences
between group of individuals (GOI) or/fand Time-Periods (TP) or time-points (T). So
based on any balanced panel data (BPD) with N xT firm-time or individual-time

ﬂ 7 International Conference on Statistics, Mathematics, Teaching,
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observation, we would have to define GOI and TP, at the first stage of data analysis.
Note that the categorical GO/ should be invariant over times, and it can be generated by
two of more variables, and the Time-Period should be generated based on real critical
events, such as the time period before, during and after the monetary crises, and the
time period with the two terror in Bali as the cutting points.

To study the differential linear effects of X on Y by a defined GOl and TP, the
simplest HRM of Y on X by GO/l and TPwith the following equation specification would
be considered.

Y C X X*@Expand(GOI, TP, @Dropfirst) @Expand(GOI, TP, @Dropfirst) (8)

If the GOI should be generated based on two or more categorical factors, then it
is recommended to apply the factors, instead of using GOI. For instance, whenever GOI
should be generated by two factors, namely A and B, then the equation specification of
the HRM in (8) should be presented as follows:

Y C X X*@Expand(A,B,TP,@Dropfirst) @Expand(A,B, TP, @Dropfirst) (9)

Whenever the set of independent variables in X*@ Expand(GOI, TP, @Dropfirst)
have insignificant effect on Y, then, in a statistical sense, the interaction ANCOVA model

is an acceptable model, with the equation specification as follows:
Y C X @Expand(GOI, TP, @Dropfirst) (10)

Furthermore, whenever the two-way interaction factor GOI*TP in (10) has an
insignificant effect on Y, then, the additive ANCOVA model would be an acceptable
model, in a statistical sense only. Corresponding to two-way additive ANCOVA models,
| woukd present the following notes and comments.

(1). An additive ANCOVA model should not be presented in practice, even though the
interaction GOITP has insignificant effect. It is recommended to present a
conclusion : “The data does not support the hypothesis stated that the interaction
GOI*TP has an effect on Y, adjusted for the covariate X".

(2). However, | have found many papers present Two-Way Fixed-Effects Models in the
Journal of Fince, and others, which are in fact additive two-way ANCOVA models

by Firm_Code and Time-Point. Refer to the papers of Atanassove (2013), and

- i - - M,
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Vikrant (2013), with their special notes presented in the introduction,which are in
fact presenting N xT homogeneous multiple regressions..

(3). On the other hand, | have found an additive ANCOVA model with eight dichotomous
factors and eight numerical covariates or independent variables, presented by Li,
Sun, and Lettredge (2010) in the Journal of Accounting & Economics, which can be

presented using a general equation specification as follows:
Y C X1X2... X8 DV1DV2...DV8 (11)

where X1upto X8are the eight selected numerical independent variables, and DV71
up to DV8 are the dummy variables of eight distinct dichotomous variables V1 up to
V8. Note that the eight dichatomous variables V7 up to V8 would generate 28 = 256
cells or groups of individuals or firms. So the model is representing 256 multiple
homogeneous regression of Y on X1 —X8, with unrealistic pattern of intercepts.
Refer to the intercept parameters of a simple additive ANCOVA model in Table-1.

6.2 HETEROGENEOUS CLASSICAL GROWTH MODELS (HCGM)
Classical growth models, namely exponential and geometric growth models, have
been extensively applied in Banking and Finance, based on time series data. Here,
based on BPD, | propose the simplest heterogeneous classical growth model (HCGM),

as follows:

6.2.1 The Simplest HCGM by Individuals
The simplest HCGM of a positive variable Y by Individuals (I_Code) can be
represented using the following equation specification. Note that log(Y) = In(Y) in

EViews.
log(Y) C t t*@Expand(l_Code, @Dropfirst) @ Expand(l_Code, @Dropfirst) (12)
In practice, however, all individuals might have equal growth rates, such as interest
rates, the following ANCOVA model would be appropriate model or the best possible

model. In this case, the parameter C(2) indicates the fixed interest rate for all individuals.

log(Y) C t ®@Expand(l_Code, @Dropfirst) (13)

ﬂ 7 International Conference on Statistics, Mathematics, Teaching,
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6.2.2 HCGM by Group of Individuals (GOI)
Since there is a possibility that some groups of individuals or firms have different
interest rates, the we should consider the HCGM of a positive variable Y by GOI with the

following equation specification.

log(Y) C t t*@Expand(GOI, @ Dropfirst) @Expand(GOI, @Dropfirst) (14)

6.2.3 Piece-Wise HCGM by GOl and Time-Period (TP)

As an extension the HCGM of a positive variable Y by GO/, as presented in (14)
we might have the interest rates are changing over some time-period (TP), such as
before, during, and after monetary crises. Then we have to apply the following equation

specification..

log(Y) C t t*@Expand(GOI, TP, @Dropfirst) @Expand(GOIl, TP, @ Dropfirst) (15)

7. FINAL NOTES AND COMMENTS

Based on the illustrative examples above, | would say that two-way fixed-effects
models, and N-Way additive models, are the worst groups of models compare to all
possible Heterogeneous Regressions and Interaction ANCOVA models , with the same
set of numerical independent variables or covariates, such as the models of Y by GO/
and TP, the models of ¥ by GO/l and Time(T), and the models of Y by I_Code and TP.

For a lot of more advanced models with more numerical exogenous variable or
covariate, including autoregressive models, Instrumental Variables Models, and
seemingly causal models (SCM) or system equation models, refer to Agung (2014a,
2011, and 2009). Each of the books presents over 250 illustrative empirical statistical
results.
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Appendix-1

Statistical results of a Heterogeneous Regression Model in (1a)

Dependent Variable: Y
Method: Least Squares
Date 090115 Time: 1405

Sample: 1 300
Inchuded observations: 300
Wariable Coefficiend  Std. Error -Statiste Prob.
Y= G+ (2% (A=1 AND B=2)+ C(3)"K*(A=1 AND B=3) + Ci4)"X"(A=2
X 2015067 1161857 2508530 00126 AND B=1) + C{57X*(A=2 AND B=2) + C(B)"X*(A=2 AND B=3)+ C(T)"(A=1
KN*(A=1).B=2)  -1.980B21 1704891 -1167712 02439 AND B=1) 4 C{8J(A=1 AND B=2) + C{9]"(A=1 AND B=3) + C(10[A=2 AND
KEXT{A=1),B=3) -1.257814 1332060 0944256 03458 B=1)+ C{11)"{A=2 AND B=2) + C{12)"{A=2 AND B=3)
H(K(A=2),B=1) 0110066 1402234 0078493 00375 :
X' (XYA=2),B=2) 2006040 1602075 1251370 02118
XHX*(A=2),B=3) -4.000359 1971815  -2.028769 0.0434
A =1 2171158 1.256222 1.728323 0.0850
A 4TIE066 1749705 270724 00072
A= 3528864 1150828 3068380 00024 Resdundant Variables Test
A 1.908386 0.812947 2347482 0.0196 Equation: UNTITLED
A 4407016 1560308 2824452 00051 Specification: ¥ X X*@EXFAND(A B, @DROPFIRST) @EXPAMD(AB)
A 7674188 2707328 2834588 00049 Resdundant Variables. X"@EXPAND(A B, @DROPFIRST)
R-squared 0.328251  Mean dependent var 5751100 _Vae  df  Frobability
Adusted R-squared 0.302504 S0 dependent var 0.945077 F-statrstic 1565710 (5, 239) 0.1697
SE. of regression 0788241  Akaike info criterion 2 A036RE Likelihood ratio B.045873 5 0.1537
Sum squared resid 1793057  Schwarz criterion 2551840
Log likelihood -348.55632  Hannan-Quinn criter. 2462979
Dwrbin-Watson stat 1.884762
Appendix-2

Statistical results of an ANCOVA Model in (3a)

Dependent Variable: Y

Method. Least Squares
Date: 082015 Time: 18:48

Sample: 1 300
Incheded observations: 300
Variable Coefficient  Std. Error  1-Siatistic  Prob.
X 1808184 0391803 4615031 0.0000
A=1, 3362735 0440156 7639869  0.0000
A=1 3501065 0555719  6.255038  0.0000
A=1 3264809  0BOTO09 4684024  0.0000
A=2 3157894 047076 TET174T  0.0000
A=2 3140341 0560808 5509676  0.0000
A=2) 2765207 0680012 4066407  0.0001
R-squared 0.309992  Mean dependent var 5751100
Adjusted R-squared 0.205062  S.0. dependent var 0.945077
SE. of regression 0.793042  Akaike info criterion 2397175
Sum squared resid 1842721  Schwarz crterion 2 483506
Log likelihood -362.6762  Hannan-Chuinn criter. 2431761
Durbin-Watson stat 1.9375980

Estimation Command:

LS ¥ X @EXPAND(AB)

Estimation Equation:

Y = G(1)7X + G(2)*A=1 AND B=1) + C(3)"(A=1 AND B=2) +
C(4)*(A=1 AND B=3) + C(5)"(A=2 AND B=1) + C(8)"(A=2
AND B=2) + G(7)"(A=2 AND B=3)

Substituted Coefficients:

Y = 1.80818420156%X + 3.36273510178%(A=1 AND B=1) +
3.50106626654*(A=1 AND B=2) + 3.26480876162*(A=1 AND
B=3) + 3.15799443182%A=2 AND B=1) + 3.14034129828"
(A=2 AND B=2) + 2 7652072384*(A=2 AND B=3)
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Appendix-3
Statistical results of a Not-recommended ANCOVA Model in (6a)

Dependent Variabke ¥ [Estimation Command
Method: Least Squares
Date: 08/24/15 Time: 20:25
Sample: 1 300

Included observations: 300

Variable Coefficient  Std Emor  t-Statisic  Prob
X 1814410 0387780 4678962  0.0000
A=t 3439802 0424335 8106336 0.0000 e
A=2 3087552 0.411926  7.495367  0.0000 ¥ = 1.81440998889"X + 3 430980153608"(A=1) + 3 08755228118%(A=2) +
b= Opieze 0 1TTTee  O2eTeTe  07E%0 0.0476266713433°(B=2) - 0.235469351523°(B=3)
B=3 0235469 0291083 0808343 04192
R-squared 0306513  Mean dependent var 5.751100
Adpsted R-squared 0.297110  S.D. dependent var 0.845077
SE. of regression 0792330 Akaike info criterion 2 3BBETO
Sum squared resid 1852011 Schwarz criterion 2 450600
Log likelihood -3533206 Hannan-Quinn criter. 2413575
Durbin-Watson stat 1.927381

Appendix-4
The worst statistical results of a Fictive_Data.wf1 based on ANCOVA Model
in (6a)

Dependent Variable: ¥ Estmation Command
Method. Least Squares == ==
Date: 09002115 Time: 14:15 LS Y X @EXPAND(A) @EXPAND(B @DROPFIRST)
Sample 1 6
Included observations: & Estimation Equation:
Variable Coefficient  Std. Emor  t.Statistic  Prob ¥ = C{1JX + C{2)"(A=1) + C(3)"(A=2) + C{4)"(B=2) + C{5)*(B=3)
X J315116 0020140 1646026 00004 Substiuted Coefficients:
A=1 -31.79936 0022128 1436978 0.0004 == ==
A=7 -3273529 0023807 1377125 00005 ¥ = 33 1511627007"X - 31 TOGIB046617(A=1) - 32 T852006976"(A=2)
B=2 0881802 0001184 -BAT 3834 00008 - 0.99180232558"(B=2) - 1 65406976744%(B=3)
B=3 1654070 0001428 1157814  0.0005
R-squared 1000000 Mean dependent var 5778333
Adjusted R-squared 1.000000 S0 dependent var 1.146271
S.E. of regression 0.000762  Akaike info criterion -11.64505
Sum squared resid SEIE-07  Schwarz critenion -11.81858
Log lkelihood 3893515  Hannan-Cuinn criter 12 33972

Durbin-Watson stat 2465118

Fictive_Data

X y Simple Linear Regression
112 | 588 Y =33.15116"X - 31.79936
113 | 4.67 | Y =33.15116*X - 31.79936 - 0.991802
115 | 467 Y =33.15116"X - 31.79936 -1.654070
116 | 567 Y =33.15116*X - 32.78529
124 | 7.33 | Y =33.15116*X - 32.78529 - 0.991802
125 | 7.00 | Y =33.15116*X - 32.78529 - 1.654070

(D= == |y
W=l =
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Appendix-5
Unstructured and Structured Balance Panel Data (BPD)

Workfile: BPD - (c:\users\prof. ign. a Workfile: BPD - (c\users\prof. ign. a¢
[ViewlProc]Objec’il [SavelFreezeIDetailsH—] I\ﬂ'ewlPrcclObjectﬂSa\reIFreezelDetailsH-r
Range: 11792 — 1792 obs Range: 18x224 — 1792 obs
Sample: 11792 — 1792 obs Sample:18 - 1792 obs
c Mt i
&4 dateid & x1 g gateid S ‘reS”j
f_code & x2 B dateid1 £ x1
firm 3y 3 f_code 3 x2
(%] .re5|d @ firm M 1
< + | Bpd /| New Page / <+, Bpd [ New Page |

(a). Unstructured/Undated (b). Structured/Dated Panel

Appendix-6

Statistical results of (a). The additive ANCOVA in (7), and (b). A Two-Way FEM
of Y7 on X1

" able: Y
Dependent Variable: ¥1 azmeg::fg; Szxuares
Method: Least Squares Date: 09/1915 Time: 17.20
. S Sample: 1 8
Date: 09/19/15 Time: 17:33 Feriogs included. &
Sample: 1 1792 Cross-sectionsincluded 224
Included observations: 1792 Total panel (balanced) observations: 1792
Variable Coefficient| Std, Error | t-5tatistic | Prob. varianie Coefcierl S Emor  ©-Staustic  Prob.
C 0.648507 | 0.588105| 1.102706 |0.270300 c 1603738 0038634 4144676  0.0000
X1 0.005786 | 0.012807| 0.451798 |0.651500 X1 0005786 0012807 0451798 06515
F_CODE=2 -1.00956 | 0.B1000 | -1.23268 | 0.21790 Effects Specification
F_CODE=3 -0.87896 | 0.81902 | -1.07319 | 0.28340
Cross-section fixed (dummy variables)
Period fixed (dummy vanables)

F_CODE=223 -0.63077 | 0.81900 | 077017 | 0.44130

= R-squared 0.868778 Mean dependent yar 1.603677
F_CODE=224 -1.00828 | 0.81900 | -1.23111 | 0.21850 Adjusted R-squared 0849347  S.D. dependent var 4220082

— S.E. of regression 1637983 Akaike info criterion 3.945090
T=2 000228 | 0.15478 | 0.01471 | 0.98830 Sumsquaredresid 4185461 Schwarz crierion 1.655990
T=3 0.12810 | 0.15478 | 0.82763 | 0.40800 Log likelihood .3302.801 Hannan-Quinn criler. 4 207570
T=4 0.19511 | 0.15479 | 1.26043 | 0.20770 F-statistic 4471114  Durbin-Watson stat 0.460164
=5 029723 | 0.15478 | 1.92041 | 0.05500 Probi(F-statistic) 0.000000
T=6 0.63776 | 0.15478 | 4.12056 | 0.00000
T=7 1.01907 | 0.15497 | 5.57610 | 0.00000 Estinetion Commend
T=8 0.95602 | 0.15478 | 6.17682 | 0.00000 LS(CX=F ,PER=F) ¥1 C X1
R-squared 0.868778| Mean dependent vai 1.60368 . .
Adjusted R-squard 0.849347| s.D.d lent var | 4.22008 Estimation Equation: ________
S.E. of regression | 1.637983| Akalke Info criterlon| 3.94509 Y1 =C(1)+ C(2)"X1 + [CX=F, PER=F]
Sum squared resiq 4185.461) Schwarz criterion 4.65599 .
Log likelihood -3302.8] _Hannan-Quinn criter] 4.20757 Subsunied CoeMliclents:
F-statistic 44.71114| Durbin-Watson stat | 0.82258 ¥1 = 160373858039 + 0.00578605726301*X1 + [CK=F, PER=F]
Prob(F-statistic) 0.00000

b
(a) ( )
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Appendix-7

The steps to obtain the statistical results of Two-Way FEM of Y7 on X1,

in Apependix-6(b), are as follow:

(1). Having the Structured BPD.wf1 on the screen, by clicking the objects:
Quick/Estimates Equation..., then the block in Figure-1(a) shown on the
screen. Then list of Y7 C X1 can be inserted.

LS - Least Squees (L3 and Al

......

Figure-1. Equation Estimation and Panel Options for Structured Balanced Panel Data

Analysis

(2. By clicking the object: Panel Options, then block in Figure-1(b) shown on
the screen. Then by selecting the option Fixed for both Cross Section and
Period Effects Specification, and ... click OK directly, it is obtained the first

output in Appendex-6(b). And the second output obtained by clicking the
object Representative.
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