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## WELCOME SPEECH

## Forewords from the Head of Committee

## Bismillahirrahmanirrahim <br> Assalamu'alaikum Warahmatullahi Wabarakatuh

First, I want to give our welcome to all the delegates, speakers, and participants coming today. Welcome to the State University of Makassar, UNM.

This International Conference on Statistics, Mathematics, Teaching, and Research (ICSMTR) 2015 is primarily organized by Statistics Department and Mathematics Department, Faculty of Mathematics and Sciences, State University of Makassar. It is conducted in two days from $9^{\text {th }}$ to $10^{\text {th }}$ October 2015. It involves one keynote speaker, Governor of South Sulawesi, eight invited speakers, and approximately 80 parallel speakers. Besides, this conference also invites delegates from twelve LPTKs (Institute of Teacher Education) to conduct a scientific meeting reviewing KKNI for Mathematics Education curriculum in higher education.
Ladies and gentlemen, as I previously said, the conference proudly invites eight invited speakers coming from several countries. Therefore, on behalf of the committee members, I would like to express my sincere thanks to the invited speakers, specifically:

1. Professor Kerrie Mengersen (Queensland University of Technology, Australia)
2. Professor Shigehiko Kanaya (Nara Institute of Science and Technology, Japan)
3. Professor Ahmad A. Bahnassy (Faculty of Medicine, King Fahd Medical City, Saudi Arabia)
4. Professor I Gusti Ngurah Agung (State University of Makassar, Indonesia)
5. Professor Hamzah Upu (State University of Makassar, Indonesia)
6. Professor Muhammad Arif Tiro (State University of Makassar, Indonesia)
7. Professor Mohd. Salmi Md Noorani (Universiti Kebangsaan Malaysia, Malaysia)
8. Dr. Darfiana Nur (Flinders University, Australia)

Next, it is my privilege to thank all organizing committee members for their contributions to the success of this event. I would like also to apologize for all of you if there are some inconvenience during this conference.

Finally, I would like to thank to the speakers and participants. I wish you all have two fruitful days in Makassar.
Thank you very much for the attention.
Wassalamu'alaikum Warahmatullahi Wabarakatuh

Suwardi Annas, Ph.D.<br>Head of Committee

# Forewords from the Dean of Mathematics and Sciences Faculty, <br> State University of Makassar 

Bismillahirrahmanirrahim<br>Assalamu'alaikum Warahmatullahi Wabarakatuh

Alhamdulillah, all praises be to the Almighty God, Allah subhanahu wata'ala.
I would like to say that I welcome and highly appreciate any attempts of both the Statistics Department and Mathematics Department to organize this International Conference on Statistics, Mathematics, Teaching, and Research in the State University of Makassar. I do hope that this conference would be a great chance for you as researchers or scholars in enhancing your research quality within a framework of evolving sciences. May Allah subhanahu wata'ala opens our mind, widens our view, strengthens our soul, and blesses our conference that it will be useful as we are hoping.
At last, as the Dean of the Faculty of Mathematics and Natural Sciences, State University of Makassar (FMIPA UNM), I am sure that there are some weaknesses and mistakes in performing this conference. I therefore do apologize to you and may Allah subhanahu wata'ala forgive all of us.

Wassalamu'alaikum Warahmatullahi Wabarakatuh

## Professor Abdul Rahman

Dean of Faculty of Mathematics and Sciences
State University of Makassar

## Forewords from Rector of UNM

Bismillahirrahmanirrahim<br>Assalamu'alaikum Warahmatullahi Wabarakatuh

Your respectable, the high officials of State University of Makassar, the committee, the speakers, and the participants of conference.

It gives me great pleasure to extend to you all a very warm welcome, especially to our keynote speakers who have accepted our invitation to convene the conference. ICSMTR is one of our educational activities that covers a wide range of very interesting items relating to statistics, mathematics, teaching and research.

By taking participation of this conference, it is highly expected to all of us to share our research findings to society and continuously develop new ideas and knowledge. Those things are two significant steps in improving the quality of nations around the world, increasing our familiarity to each other, and even avoiding underdevelopment.

Furthermore, I would like to take this opportunity to express my heartfelt gratitude to all organizing committee especially for Statistics Department and Mathematics Department of Faculty Mathematics and Natural Sciences that primarily hosts this conference.

Finally, this is a great time for me to declare the official opening of the International Conference on Statistics, Mathematics, Teaching, and Research (ICSMTR) 2015.

I wish you a very enjoyable stay in Makassar
I warmly welcome you again, as in Makassar, we say "salamakki battu ri mangkasara"

Wassalamu'alaikum Warahmatullahi Wabarakatuh.

Prof. Dr. H. Arismunandar, M.Pd.

Rector of State University of Makassar
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#### Abstract

Data analysis based on two-way ANCOVA models of a numerical variable $Y$ with categorical factors $A$ and $B$, and various sets of covariates, can easily be done using a software. They are classified into two types of ANCOVA models, namely ANCOVA models with the interaction factor $A^{*} B$ as an independent variable, and the additive ANCOVA models without the interaction. I would consider, an additive N -way ANCOVA model is the worst model among all general linear models with the same set of variables, in a theoretical sense. In addition, based on a balanced panel data with $\sim_{\sim}$. individual-time or firm-time observations, various two-way fixed-effects models (TWFEMs) have been presented in the Journal of Finance (JOF). For examples, Atanassove (2013) presents several TWFEMs using over 147 thousand firm-time observations, and Vikrant (2013,p. 908) presents several TWFEMS and two three-way FEMs, namely Firm, Year, and Industry*Year Fixed Effects Models using 15,310 observation with 2,948 firms. In fact, a TWFEM is a special additive Two-way ANCOVA model with A is a factor of the $N$-firms, and $B$ is a factor of the $T$-time-points, and various sets of covariates. Thence, a TWFEM is representing $N \times T$ simple linier regressions or multiple regressions with the same slopes of the covariates, and $N \times T$ difference intercepts. Furthermore, note that each of the $N \times T$ homogeneous regressions contains only a single observation, since the data has only $N \times T$ observations. So I would consider TWFEMs are the worst models. To support this statement, this paper presents an empirical results based on a data with $4 \times 3$ firm-time observations, with special notes and comments. Furthermore, for a comparison, this paper also presents general specific equations of Heterogeneous Regressions, two-way ANCOVA models, and TWFEMs, with selected empirical outputs, using EViews. Refer to Agung (2014a, 2011) for additional examples with special notes and comments on various statistical models.


Keywords: Anacova model, Set of variable
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## 1. Introduction

It is recognized that an ANCOVA model is a reduced a heterogeneous regressions model (HTR). which could interaction or additive N -way factorial ANOVA model, for $N>1$. However, I suspect, many researchers or analysts are considering there is no relationship between an ANCOVA model and a HRM. In fact, HRM might be introduced for the first time by Johson and Newman (J-N) in 1936 (quoted by Huitema, 1980).

On the other hand, many students and the researchers in the field of finance, present ANOVA models with thousands or hundred - thousand of dummy independent variables, called fixed-effects-model (FEM). For examples, Atanassove (2013) presents several TWFEMs using over 147 thousand firm-time observations, and Vikrant (2013, p. 908) presents several TWFEMS and two three-way FEMs, namely Firm, Year, and Industry*Year Fixed Effects Models using 15,310 observation with 2,948 firms.

I would consider a M-way FEM, for $\mathrm{M}>1$, as the worst ANCOVA model among all possible models with the same set of variables, in theoretical sense, since a panel data with $N \times T$ firm-time or individual-time observations would present $N \times T$ regression models with the same slope parameters. As the comparison study between the models, this paper only presents alternative simple models of the numerical problem variable $Y$ by two categorical or treatment factors $A$ and $B$, with a covariate $X$, such as heterogeneous regressions model (HRM), recommended ANCOVA model, notrecommended ANCOVA model, a worts ANCOVA model, and two-way fixed-effects model (TWFEM).. Note that the data of the variables $A, B, X$ and $Y$ can be cross-section data, experimental data, or balanced panel data (BPD). For more empirical results of a more advance models refer to Agung (2014 \& 2011)

## 2. Heterogeneous Regression Models (HRMs)

The simplest HRM can be represented using either one of the following equation specifications (ES) in EVies. Refer to Agung (2011) for alternative ESs.

$$
\begin{equation*}
Y X^{*} @ \operatorname{Expand}(A, B) @ \operatorname{Expand}(A, B) \tag{1a}
\end{equation*}
$$

$$
\begin{equation*}
Y X \quad X^{*} @ \operatorname{Expand}(A, B, @ \text { Dropfirst) @Expand(A,B) } \tag{1b}
\end{equation*}
$$

where the function @Dropfirst indicates that the first cell of ( $A=i, B=j$ ), say ( 1,1 ) is selected as the referent cell/group. Other functions can be used are @Droplast or @Drop(i,j).

On the other hand, if the joint effects the independent variables $X, A$, and $B$ will be tested, it is suggested to apply one of the following alternative ESs, since the outputs directly present relevant test statistics., such as the F-statistic for the OLS regression, and $L R$-statistic for the binary choice models (Probit, Logit, or Extreme Value) specific for a zero-one dependent variable $Y$.

$$
\begin{align*}
& Y C \quad X^{*} @ \operatorname{Expand}(A, B) @ \operatorname{Expand}(A, B, @ \text { Dropfirst })  \tag{2a}\\
& Y C X X * @ \operatorname{Expand}(A, B, @ \operatorname{Dropfirst}) @ \operatorname{Expand}(A, B, @ @ D r o p f i r s t)
\end{align*}
$$

Note that the four ESs above in fact are representing exactly the same regression, with different form of functions, which can be easily obtained and written based on the outputs - see the Appendixes.

## 3. Recommended ANCOVA Models

### 3.1 The Simplest ANCOVA Models

The simplest two-way ANCOVA models can be represented using either one of the following equation specifications.

$$
\begin{gather*}
Y X @ \operatorname{Expand}(A, B)  \tag{3a}\\
Y C X @ \operatorname{Expand}(A, B, @ \text { ropfirst }) \tag{3b}
\end{gather*}
$$

### 3.2 Modified Two-Way ANCOVA Models

Corresponding to the simplest ANCOVA models (3a) and (3b), the modified twoway ANCOVA models can be represented using either one of the following equation specifications.

$$
\begin{gather*}
G(Y) F(X) @ \operatorname{Expand}(A, B)  \tag{4a}\\
G(Y) C F(X) @ \operatorname{Expand}(A, B, @ \text { ropfirst }) \tag{4b}
\end{gather*}
$$
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where $F(X)$ and $F(Y)$, respectively, can be any functions of variable $X$ and $Y$, without parameter. Refer to Agung (2014, 2011, \& 2006) for alternative functions of $F(X)$ and $F(Y)$

### 3.3 Advanced Two-Way ANCOVA Models

Corresponding to the simplest ANCOVA models (3a) and (3b), advanced two-way ANCOVA models with $K$-covariates can be represented using either one of the following equation specifications.

$$
\begin{equation*}
Y X 1 X 2 \ldots X K @ \operatorname{Expand}(A, B) \tag{5a}
\end{equation*}
$$

Y C X1 X2 ... XK @Expand(A,B,@ Dropfirst)
where $X k$ can be a main variable or an interaction variable. If $X k=X^{k}=X^{\wedge} k$ for all $k=1, \ldots, K$, then we have a $K$-th degree polynomial ANCOVA model.

Note that having a large number of covariates, the ANCOVA models in (5) would be inappropriate models, in a theoretical sense.

## 4. Not-recommended ANCOVA Models

Here, I would present only the simplest ANCOVA model, which is a notrecommended model, which could be the worst ANOVA model, with the following alternative equation specifications.

$$
\begin{gather*}
Y X @ \operatorname{Expand}(A) @ \operatorname{Expand}(B, @ D r o p f i s r t)  \tag{6a}\\
Y C X @ \operatorname{Expand}(A, @ \operatorname{Dropfirst}) @ \operatorname{Expand}(B, @ D r o p f i s r t) \tag{6b}
\end{gather*}
$$

These models represent a set of $I \times J$ simple linear regressions (SLR), with a special pattern set of intercepts, which are known as additive ANCOVA models. Note that compare to previous ANCOVA models in (1) up to (5) with $I \times J$ intercept parameters, which is equal to the number of cells generated by the two factors $A$ and $B$, these models only have $(I+J-1)$ intercept parameters, which is much less than $I \times J$ for large levels of the two factors. For instance, for $l=6$, and $J=5$ these models have only 10 intercept parameters, and the recommended models have 30 intercept parameters.

So that these models have special limitations or specific pattern of intercept parameters, which are not considered and mentioned by most researchers.

As an illustration, let us see the ANCOVA models in (1a), and (6a), for $l=2$, and $J=3$. Based on the statistical results of these models, the following general equations can easily be obtained or written.

$$
\begin{align*}
Y= & C(1) * X+C(2) *(A=1) *(B=1)+C(3) *(A=1) *(B=2)+C(4) *(A=1) *(B=3) \\
& +C(5) *(A=2) *(B=1)+C(6) *(A=2) *(B=2)+C(7) *(A=2) *(B=3)+\varepsilon \tag{1a}
\end{align*}
$$

$$
\begin{equation*}
Y=C(1) * X+C(2) *(A=1)+C(3) *(A=2)+C(4) *(B=2)+C(5) *(B=3)+\varepsilon \tag{6a}
\end{equation*}
$$

where ( $A=i$ ) indicates a dummy variable or a zero-one indicator of the $i$-th level of factor $A$, and ( $B=j$ ) indicates a dummy variable or a zero-one indicator of the $j$-th level of factor $B$.

Table-1 Intercept parameters of the ANCOVA models in (1a) and (6a), for I=2 and $\mathrm{J}=3$

|  | $\boldsymbol{A}=\mathbf{1}$ | $\boldsymbol{A}=\mathbf{2}$ | $\boldsymbol{A}(\mathbf{1}-\mathbf{2})$ |
| :---: | :---: | :---: | :---: |
| $\boldsymbol{B}=\mathbf{1}$ | $\mathrm{C}(2)$ | $\mathrm{C}(5)$ | $\mathrm{C}(2)-\mathrm{C}(5)$ |
| $\boldsymbol{B}=\mathbf{2}$ | $\mathrm{C}(3)$ | $\mathrm{C}(6)$ | $\mathrm{C}(3)-\mathrm{C}(6)$ |
| $\boldsymbol{B}=\mathbf{3}$ | $\mathrm{C}(4)$ | $\mathrm{C}(7)$ | $\mathrm{C}(4)-\mathrm{C}(7)$ |
| $\boldsymbol{B}(\mathbf{2 - 1})$ | $\mathrm{C}(3)-$ |  |  |
| $\mathrm{C}(2)$ | $\mathrm{C}(6)-\mathrm{C}(5)$ | $\boldsymbol{D I D}-\mathbf{1}$ |  |
| $\boldsymbol{B ( 3 - 1 )}$ | $\mathrm{C}(4)-$ | $\mathrm{C}(7)-\mathrm{C}(5)$ | DID-2 |
|  | $\mathrm{C}(2)$ |  |  |


|  | $\boldsymbol{A}=\mathbf{1}$ | $\boldsymbol{A}=\mathbf{2}$ | $\boldsymbol{A}(\mathbf{1}-\mathbf{2})$ |
| :---: | :---: | :---: | :---: |
| $\boldsymbol{B}=\mathbf{1}$ | $\mathrm{C}(2)$ | $\mathrm{C}(3)$ | $\mathrm{C}(2)-\mathrm{C}(3)$ |
| $\boldsymbol{B}=\mathbf{2}$ | $\mathrm{C}(2)+\mathrm{C}(4)$ | $\mathrm{C}(3)+\mathrm{C}(4)$ | $\mathrm{C}(2)-\mathrm{C}(3)$ |
| $\boldsymbol{B}=\mathbf{3}$ | $\mathrm{C}(2)+\mathrm{C}(5)$ | $\mathrm{C}(3)+\mathrm{C}(5)$ | $\mathrm{C}(2)-\mathrm{C}(3)$ |
| $\boldsymbol{B} \mathbf{( 2 - 1 )}$ | $\mathrm{C}(4)$ | $\mathrm{C}(4)$ | $\mathbf{0}$ |
| $\boldsymbol{B}(\mathbf{3 - 1})$ | $\mathrm{C}(5)$ | $\mathrm{C}(5)$ | $\mathbf{0}$ |

(b). Intercept parameters of ANCOVA Model in (6a)

Then based on these two equations, we can develop the intercept parameters of each of the models, as presented in Table-1. Based on this table the following notes and comments are presented.
(1). Each of the six cells of the Table-1(a), contains only an intercept parameter of the ANCOVA model (1a). For instance, $C(2)$ as the coefficient of the independent dummy variable $(A=1)^{*}(B=1)$ should be in the cell $(A=1, B=1)$. This table also present two statistics Difference-In-Differences (DID), namely

$$
D I D-1=-C(2)+C(3)+C(5)-C(6) \& D I D-2=-C(2)+C(4)+C(5)-C(7)
$$
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If DID-1 $\neq 0$ or DID- $2 \neq 0$, then we can say that the effect of factor $A$ on $Y$ depends of factor $B$, or the effect of factor $B$ on $Y$ depends on factor $A$, which is more relevant based on a theoretical concept .
(2). The intercept parameters by the factors $A$ and $B$, in Table-1(b) can be developed as follows:
> The intercept parameter $\mathrm{C}(2)$ as the coefficient of the dummy variable $(A=1)$, it should be inserted in ( $A=1, B=j$ ), for all $j=1,2$, and 3 .
> Similarly for the parameter $\mathrm{C}(3)$ as the coefficient of the dummy variable ( $A=2$ ), it should be inserted in $(A=1, B=j)$, for all $j=1,2$, and 3 .
> The intercept parameter $\mathrm{C}(4)$ as the coefficient of the dummy variable ( $B=2$ ), it should be added in ( $A=i, B=2$ ), for all $i=1$, and 2 .
> Similarly for the parameter $\mathrm{C}(5)$ as the coefficient of the dummy variable $(B=3)$, it should be added in $(A=i, B=3)$, for all $i=1$, and 2.
(3). Note that Table-1(b) shows the following patterns.
> The intercept differences $A(1-2)$, say $\mathrm{C}(2)-\mathrm{C}(3)$, are constant for all levels of factor $B$.
> The intercept differences $B(2-1)$, say $C(4)$, are constant for all level of the factor A.
> The intercept differences $B(3-1)$, say $C(5)$, are constant for all level of the factor A.
> Then we have DID-1 $=$ DID-2 $=0$.

## Example-1 Application of a HRM in (1b)

Appendix-1 presents the statistical results of a HRM in (1b), based on a specific selected set of variables in Data_Faad.wf1, with its estimation command, estimation function, and a redundant variables test. Based on these results the following findings and notes area presented.
(1). The LS regression function clearly shows that the six simple linear regressions (SLRs) have different slopes, with a minimum of $2.915967-4.000359=-1.084392$ in ( $A=2, B=3$ ), and a maximum of 3.0260033 in ( $A=2, B=1$ ). In addition, note the following two specific tests.
$>$ In the cell $(A=1, B=1), X$ has a significant positive linear effect on $Y$, based on the $t$-statistic of $t_{0}=2.509530$ with $d f=288$ and a $p$-value $=0.0126 / 2=0.0063$
$>$ At the $5 \%$ level of significance, the covariate $X$ has a significant different linear effects on $Y$ between the two cells ( $A=1, B=1$ ) and ( $A=2, B=3$ ), based on the $t$ statistic of $t_{0}=-2.028769$ with $d f=288$ and a $p$-value 0.0434 .
> Based on these findings, I would say that an ANCOVA model is not a valid model. (2). On the other hand, based on the redundant variables test, at the $10 \%$ level of significance, it is obtained a conclusion that the six slope parameters have an insignificant differences, based on the $F$-statistic of $F_{0}=2.565710$ with $d f=(5,288)$ with a $p$-value $=0.1697$. Then, based on this conclusion, an ANCOVA model would be an acceptable model, in a statistical sense.

## Example-2: Empirical Results of an ANCOVA Model

As a reduced model of the HRT in Example-1, Appendix-2 presents the statistical results of a LS regression based on the equation specification (3a), with its estimation command and estimation function, based on Data_Faad.wf1. Based on these statistical results, the following findings and notes are presented.
(1). The general equation of the ANCOVA model with six intercept parameters, and its estimation function can be easily written, using the output on the right side.
(2). The output on the left hand side presents six simple linear regressions (SLRs) of $Y$ on $X$, with the same slope of $\hat{C}(1)=1.808184$, with the first SLR has an intercept $\hat{C}(2)=3.362735$.
(3). The covariate $X$ has a significant positive linear effect on $Y$, based on the $t$-statistic of $\mathrm{t}_{0}=4.615031$ with $d f=293$ and a $p$-value $=0.0000 / 2$.
(4). All hypotheses on the parameter means differences, including the DID, adjusted for the covariate $X$, can be easily written using the parameters $\mathrm{C}(2)$ up to $\mathrm{C}(7)$, which are in fact the intercept parameters, and tested using the Wald test. For instance, a hypothesis on DID, with the null hypothesis

$$
H_{0}:-C(2)+C(3)+C(5)-C(6)=-C(2)+C(4)+C(5)-C(7)=0
$$

is accepted based on the $F$-statistic of $F_{0}=0.738725$ with $d f=(2,293)$ and $p$-value $=0.4787$ or the Chi-square statistic of $\chi_{0}^{2}=1.477250$ with $d f=2$ and $p$-value $=$ 0.4778 . Based on this conclusion, then the interaction ANCOVA model can be reduced to an additive ANCOVA model, as presented in the following example.
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## Example-3 Empirical Results of a Not-recommended ANCOVA Model

Appendix-3 presents the statistical results of a LS regression based on the equation specification (6a), with its estimation command and estimation function. Based on these statistical results, the following findings and notes are presented.
(1). The general equation of the ANCOVA model with only four dummy variable and its estimation function can be easily written, using the output on the right side.
(2). The output on the left hand side also presents six simple linear regressions (SLRs) of $Y$ on $X$, with the same slope of $\hat{C}(1)=1.808184$, and special pattern of intercepts. For instance, the first SLR in ( $A=1, B=1$ ) has an intercept $\hat{C}(2)=3.439825$, the second SLR in $(A=1, B=2)$ has an intercept $\hat{C}(2)+\hat{C}(4)=3.439825+0.047629$, and the $\operatorname{SLR}$ in $(\mathrm{A}=1, \mathrm{~B}=3)$ has an intercept $\hat{C}(2)+\hat{C}(5)=3.439825-0.235469$.
(3). The linear effect of the covariate $X$ on $Y$ is exactly the same as in the ANCOVA model (3a), with a special pattern of intercept parameters, as presented in Table1 (b), which would never be observed in reality.

## Example-4 Empirical results of the worst ANCOVA Model

To present the worst ANCOVA model based on a cross-section or experimental data a fictive data set with six observation only, is generated as presented in Appendix4, with its statistical results based on the equation specification (6a), with its estimation command and estimation function. Based on these statistical results, the following findings and notes are presented.
(1) The results present six simple linear regression of $Y$ on $X$ by the two factors $A$ and $B$, with the same slope of 33.151116 and special pattern of intercepts as presented in the appendix.
(2) Even though its $R$-squared $=1$, it does mean that the model is best possible model, since the data only has six observations for a set of six linear regressions. So each regression line only contains a single observation.
(3) So, I would say that this type of statistical results arte the worst statistical results and they doe not have any value to be presented. In addition, note that if the factor A is a set of two firms, and the factor $B$ is the time-points, then data would be a balanced panel data (BPD) with $2 \times 3$ firm-time observations. To generalize, see the following section.

## 5. What is a Two-way Fixed-Effects Model?

I have found that a two-way fixed-effects model in fact is a two-away additive ANCOVA model based on balanced panel data. As an illustration, Appendix 5, present a subset of the data in Spcial_BPD.wf1, which is used in Agung (2014). To generalize, the variables are presented using the symbols $X 1, X 2$, and $Y 1$, and the appendix presents the unstructured and structured panel data, called BPD.wf1, with $224 \times 8$ firmtime observations. The main objective is present to present two alternative similar statistical results, using only two estimation settings out of several or many alternative options. So the readers can conduct the analysis using any BPD using exactly the same models with other alternative options.

## Examples-5 Additive Two-Way ANCOVA and Fixed-Effects Models

Appendix-6 presents two alternative stat]istical results using the following estimation methods.

## (i). Using LS Estimation Method for the Additive ANCOVA Model

The LS estimation method is used to obtain the results of an additive Two-Way ANCOVA using the following equation specification, based on the unstructured BPD in Appendix-5(a). A part of the statistical results is presented in Appendix-6(a), which shows only four dummy variables of the F_Code out of 224 possible dummies, and seven dummy variables of the time-variable ( $T$ ) out of 8 dummies, since the cell/level ( $F$ _Code=1, $T=1$ ) is used as the referent cell.

Y1 C X1 @Expand(F_Code,@Dropfirst) @Expand(t,@Dropfirst)
(ii). Using Panel LS Estimation Method for the Two-Way Fixed-Effects Model

The Panel LS estimation method is used to obtain the results of the corresponding Two-Way Fixed-Effects Model (TWFEM) based on the structured BPD in Appendix-5(b), using the steps presented Appendix-7.

Based on both outputs in Appendix-6, the following findings, notes and comments are presented.
(1). They present a set of $224 \times 8=1792$ homogeneous regression lines $Y 1$ on $X 1$, with a constant slope of $\hat{C}(2)=0.005786$, and a special pattern of the intercepts, since
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the models have only $(1+223+7)=231$ intercept parameters, which is much less than the number of cells generated by (F_Code,T), that is 1792.
(2). Since the data only has 1792 firm-time observations, which are exactly the same as the number of the homogeneous regression lines presented by both models, then I would consider that both models are the worst models, in theoretical and statistical senses. AS a comparison, refer to the statistical results and notes presented in the Example-4.
(3). It has been well known that the main objective of ANCOVA is to study the mean differences of $Y$ between the cells generated by the factors, adjusted for the covariate. However the TWFEM does not present the coefficients of the independent dummy variables. So it can be said that the TWFEM in Appendix-6(b), is worse than the additive ANCOVA model presented in Appendix-6(a). Note that the model in Appendix-6(a) presents the estimates of 231 intercept parameters, but the model in Appendix-6(b) presents only one estimate of the 231 parameters, namely, $\hat{C}(1)=1.603739$. Based on these outputs, I would say that the TWFEM is worse than the additive two-way ANCOVA model in Appendix-6(a).
(4). On the other hand note that both outputs present the same statistical values, such as the $R$-squared up to the $F$-test statistics.
(5). Based on the output in Appendix-6(a), we can present or write the set of 1792 simple linear regressions, but we can't do it based on the output in Appendix-6(b). And it is not very clear what is the value of $\hat{C}(1)=1.603739$ in addition to the coefficient of the independent dummy variables, as the intercepts of the regression lines. Note that the output only present an equation with the symbol $[C X=F, P E R=F]$.

## 6. Recommended Panel Data Models

Referring to the alternative simple models presented above, where the TWFEM has been considered as the worst two-way additive ANCOVA model, then I would recommend the following alternative models, specific for the balanced panel data (BPD).

### 6.1 Simple Heterogeneous Regression Model with Its Possible Reduced Models

It has been well known that the basic objective of data analysis is to study diffrences between group of individuals (GOI) or/and Time-Periods (TP) or time-points (T). So based on any balanced panel data (BPD) with $N \times T$ firm-time or individual-time
observation, we would have to define GOI and TP, at the first stage of data analysis. Note that the categorical $G O /$ should be invariant over times, and it can be generated by two of more variables, and the Time-Period should be generated based on real critical events, such as the time period before, during and after the monetary crises, and the time period with the two terror in Bali as the cutting points.

To study the differential linear effects of $X$ on $Y$ by a defined GOI and TP, the simplest HRM of $Y$ on $X$ by GOI and $T P$ with the following equation specification would be considered.
Y CX X*@Expand(GOI,TP,@Dropfirst) @Expand(GOI,TP,@Dropfirst)

If the GOI should be generated based on two or more categorical factors, then it is recommended to apply the factors, instead of using GOI. For instance, whenever GOI should be generated by two factors, namely $A$ and $B$, then the equation specification of the HRM in (8) should be presented as follows:

> Y C X X*@Expand(A,B,TP,@Dropfirst) @Expand(A,B,TP,@Dropfirst)

Whenever the set of independent variables in $X^{*} @ E x p a n d(G O I, T P, @ D r o p f i r s t)$ have insignificant effect on $Y$, then, in a statistical sense, the interaction ANCOVA model is an acceptable model, with the equation specification as follows:
Y CX @Expand(GOI,TP,@Dropfirst)

Furthermore, whenever the two-way interaction factor GOI*TP in (10) has an insignificant effect on $Y$, then, the additive ANCOVA model would be an acceptable model, in a statistical sense only. Corresponding to two-way additive ANCOVA models, I woukd present the following notes and comments.
(1). An additive ANCOVA model should not be presented in practice, even though the interaction GOI*TP has insignificant effect. It is recommended to present a conclusion: "The data does not support the hypothesis stated that the interaction GOI*TP has an effect on $Y$, adjusted for the covariate $X$ ".
(2). However, I have found many papers present Two-Way Fixed-Effects Models in the Journal of Fince, and others, which are in fact additive two-way ANCOVA models by Firm_Code and Time-Point. Refer to the papers of Atanassove (2013), and
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Vikrant (2013), with their special notes presented in the introduction, which are in fact presenting $N \times T$ homogeneous multiple regressions..
(3). On the other hand, I have found an additive ANCOVA model with eight dichotomous factors and eight numerical covariates or independent variables, presented by Li, Sun, and Lettredge (2010) in the Journal of Accounting \& Economics, which can be presented using a general equation specification as follows:
Y C X1 X2 ... X8 DV1 DV2 ... DV8
where $X 1$ up to $X 8$ are the eight selected numerical independent variables, and DV1 up to DV8 are the dummy variables of eight distinct dichotomous variables V1 up to V8. Note that the eight dichotomous variables V1 up to V8 would generate $2^{8}=256$ cells or groups of individuals or firms. So the model is representing 256 multiple homogeneous regression of $Y$ on $X 1-X 8$, with unrealistic pattern of intercepts. Refer to the intercept parameters of a simple additive ANCOVA model in Table-1.

### 6.2 Heterogeneous Classical Growth Models (HCGM)

Classical growth models, namely exponential and geometric growth models, have been extensively applied in Banking and Finance, based on time series data. Here, based on BPD, I propose the simplest heterogeneous classical growth model (HCGM), as follows:

### 6.2.1 The Simplest HCGM by Individuals

The simplest HCGM of a positive variable $Y$ by Individuals (I_Code) can be represented using the following equation specification. Note that $\log (Y)=\ln (Y)$ in EViews.

$$
\begin{equation*}
\log (Y) C t t^{*} @ E x p a n d\left(I \_C o d e, @ D r o p f i r s t\right) @ E x p a n d\left(I \_C o d e, @ D r o p f i r s t\right) \tag{12}
\end{equation*}
$$

In practice, however, all individuals might have equal growth rates, such as interest rates, the following ANCOVA model would be appropriate model or the best possible model. In this case, the parameter $\mathrm{C}(2)$ indicates the fixed interest rate for all individuals.

$$
\begin{equation*}
\log (Y) C t \text { @Expand(I_Code,@Dropfirst) } \tag{13}
\end{equation*}
$$

### 6.2.2 HCGM by Group of Individuals (GOI)

Since there is a possibility that some groups of individuals or firms have different interest rates, the we should consider the HCGM of a positive variable Y by GOI with the following equation specification.
$\log (Y) C t t^{*} @ E x p a n d(G O I, @ D r o p f i r s t) @ E x p a n d(G O I, @ D r o p f i r s t)$

### 6.2.3 Piece-Wise HCGM by GOI and Time-Period (TP)

As an extension the HCGM of a positive variable $Y$ by GOI, as presented in (14) we might have the interest rates are changing over some time-period (TP), such as before, during, and after monetary crises. Then we have to apply the following equation specification..

$$
\begin{equation*}
\log (Y) C t t^{*} @ E x p a n d(G O I, T P, @ D r o p f i r s t) @ E x p a n d(G O I, T P, @ D r o p f i r s t) \tag{15}
\end{equation*}
$$

## 7. Final Notes and Comments

Based on the illustrative examples above, I would say that two-way fixed-effects models, and N-Way additive models, are the worst groups of models compare to all possible Heterogeneous Regressions and Interaction ANCOVA models, with the same set of numerical independent variables or covariates, such as the models of $Y$ by GOI and $T P$, the models of $Y$ by GOI and Time( $T$ ), and the models of $Y$ by $I \quad$ Code and $T P$.

For a lot of more advanced models with more numerical exogenous variable or covariate, including autoregressive models, Instrumental Variables Models, and seemingly causal models (SCM) or system equation models, refer to Agung (2014a, 2011, and 2009). Each of the books presents over 250 illustrative empirical statistical results.
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## Appendix-1

Statistical results of a Heterogeneous Regression Model in (1a)


## Appendix-2

Statistical results of an ANCOVA Model in (3a)

| Dependent Variable: $Y$ <br> Method: Least Squares <br> Date: 08/20/15 Time: 18:48 <br> Sample: 1300 <br> Included observations: 300 |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Variable | Coefficient | Std. Error | t-Statistic | Prob. |
| X | 1.808184 | 0.391803 | 4.615031 | 0.0000 |
| $\mathrm{A}=1, \mathrm{~B}=1$ | 3.362735 | 0.440156 | 7.639869 | 0.0000 |
| $\mathrm{A}=1, \mathrm{~B}=2$ | 3.501065 | 0.559719 | 6.255038 | 0.0000 |
| $\mathrm{A}=1, \mathrm{~B}=3$ | 3.264809 | 0.697009 | 4.684024 | 0.0000 |
| $A=2, B=1$ | 3.157994 | 0.417076 | 7.571747 | 0.0000 |
| $A=2, B=2$ | 3.140341 | 0.560808 | 5.599676 | 0.0000 |
| $\mathrm{A}=2, \mathrm{~B}=3$ | 2.765207 | 0.680012 | 4.066407 | 0.0001 |
| R-squared | 0.309992 | Mean dependent var S.D. dependent var Akaike info criterion Schwarz criterion Hannan-Quinn criter. |  | 5.751100 |
| Adjusted R-squared | 0.295862 |  |  | 0.945077 |
| S.E. of regression | 0.793042 |  |  | 2.397175 |
| Sum squared resid | 184.2721 |  |  | 2.483596 |
| Log likelihood | -352.5762 |  |  | 2.431761 |
| Durbin-Watson stat | 1.937980 |  |  |  |

```
Estimation Command:
========================
LS YX@EXPAND(A,B)
Estimation Equation:
========================
Y=C(1)*X C C(2)* (A=1 AND B=1) +C(3)*(A=1 AND B=2) +
C(4)*}(A=1 AND B=3)+C(5)*(A=2 AND B=1)+C(6)** (A=2
AND B=2) + C (7)* (A=2 AND B=3)
Substituted Coefficients:
=========================
Y=1.80818429155*X + 3.36273510178*(A=1 AND B=1 ) +
3.50106526554*(A=1 AND B=2) + 3.26480876162* (A=1 AND
```



```
(A=2 AND B=2) +2.7652072394*(A=2 AND B=3)
```
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## Appendix-3

Statistical results of a Not-recommended ANCOVA Model in (6a)

| Dependent Variable: Y <br> Method: Least Squares <br> Date: 08/24/15 Time: 20:25 <br> Sample: 1300 <br> Included observations: 300 |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Variable | Coefficient | Std. Error | t-Statistic | Prob. |
| X | 1.814410 | 0.387780 | 4.678962 | 0.0000 |
| $\mathrm{A}=1$ | 3.439802 | 0.424335 | 8.106336 | 0.0000 |
| $\mathrm{A}=2$ | 3.087552 | 0.411926 | 7.495397 | 0.0000 |
| $\mathrm{B}=2$ | 0.047629 | 0.177799 | 0.267879 | 0.7890 |
| $\mathrm{B}=3$ | -0.235469 | 0.291083 | -0.808943 | 0.4192 |
| R -squared | 0.306513 | Mean dependent var S.D. dependent var Akaike info criterion Schwarz criterion Hannan-Quinn criter. |  | 5.751100 |
| Adjusted R-squared | 0.297110 |  |  | 0.945077 |
| S.E. of regression | 0.792339 |  |  | 2.388870 |
| Sum squared resid | 185.2011 |  |  | 2.450600 |
| Log likelihood | -353.3306 |  |  | 2.413575 |
| Durbin-Watson stat | 1.927381 |  |  |  |

Estimation Command:
LS YX@EXPAND(A) @EXPAND(B,@DROPFIRST)
Estimation Equation:
$=========================$
$\mathrm{Y}=\mathrm{C}(1)^{*} \mathrm{X}+\mathrm{C}(2)^{*}(\mathrm{~A}=1)+\mathrm{C}(3)^{*}(\mathrm{~A}=2)+\mathrm{C}(4)^{*}(\mathrm{~B}=2)+\mathrm{C}(5)^{*}(\mathrm{~B}=3)$
Substituted Coefficients
Y
$Y=1.81440998889^{*} X+3.43980153608^{*}(A=1)+3.08755228118^{*}(A=2)+$ $0.0476286713433^{*}(\mathrm{~B}=2)-0.235469351523^{*}(\mathrm{~B}=3)$

## Appendix-4

The worst statistical results of a Fictive_Data.wf1 based on ANCOVA Model
in (6a)

| Dependent Variable: Method: Least Squa Date: 09/02/15 Tim Sample: 16 Included observation | 4:15 |  |  |  | Estimation Command: <br> ========================= <br> LS YX@EXPAND(A) @EXPAND(B,@DROPFIRST) <br> Estimation Equation: |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Variable | Coefficient | Std. Error | t-Statistic | Prob. | $\mathrm{Y}=\mathrm{C}(1)^{*} \mathrm{X}+\mathrm{C}(2)^{*}(\mathrm{~A}=1)+\mathrm{C}(3)^{*}(\mathrm{~A}=2)+\mathrm{C}(4)^{*}(\mathrm{~B}=2)+\mathrm{C}(5)^{*}(\mathrm{~B}=3)$ |
| X | 33.15116 | 0.020140 | 1646.026 | 0.0004 | Substituted Coefficients: |
| $\mathrm{A}=1$ | -31.79936 | 0.022129 | -1436.978 | 0.0004 | $=$ |
| $\mathrm{A}=2$ | -32.78529 | 0.023807 | -1377.125 | 0.0005 | $\mathrm{Y}=33.1511627907^{*} \mathrm{X}-31.7993604651^{*}(\mathrm{~A}=1)-32.7852906976^{*}(\mathrm{~A}=2)$ |
| $\mathrm{B}=2$ | -0.991802 | 0.001184 | -837.3934 | 0.0008 | - $0.99180232558^{*}(\mathrm{~B}=2)-1.65406976744^{*}(\mathrm{~B}=3)$ |
| $\mathrm{B}=3$ | -1.654070 | 0.001429 | -1157.614 | 0.0005 |  |
| R-squared | 1.000000 | Mean dependent var S.D. dependent var Akaike info criterion Schwarz criterion Hannan-Quinn criter. |  | 5.778333 |  |
| Adjusted R-squared | 1.000000 |  |  | 1.146271 |  |
| S.E. of regression | 0.000762 |  |  | -11.64505 |  |
| Sum squared resid | $5.81 \mathrm{E}-07$ |  |  | -11.81858 |  |
| Log likelihood | 39.93515 |  |  | -12.33972 |  |
| Durbin-Watson stat | 2.465116 |  |  |  |  |


| Fictive_Data |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| $\boldsymbol{a}$ | $\boldsymbol{b}$ | $\boldsymbol{x}$ | $\boldsymbol{y}$ |  |
| 1 | 1 | 1.12 | 5.33 | $\hat{Y}=33.15116^{*} X-31.79936$ |
| 1 | 2 | 1.13 | 4.67 | $\hat{Y}=33.15116^{*} X-31.79936-0.991802$ |
| 1 | 3 | 1.15 | 4.67 | $\hat{Y}=33.15116^{*} X-31.79936-1.654070$ |
| 2 | 1 | 1.16 | 5.67 | $\hat{Y}=33.15116^{*} X-32.78529$ |
| 2 | 2 | 1.24 | 7.33 | $\hat{Y}=33.15116^{*} X-32.78529-0.991802$ |
| 2 | 3 | 1.25 | 7.00 | $\hat{Y}=33.15116^{*} X-32.78529-1.654070$ |

## Appendix-5

Unstructured and Structured Balance Panel Data (BPD)


## Appendix-6

Statistical results of (a). The additive ANCOVA in (7), and (b). A Two-Way FEM of Y1 on X1

| Dependent Variable: Y1 |  |  |  |  | Dependent Variable: Y1 Method: Panel Least Squares |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |  |  |
| Method: Least Squares |  |  |  |  | Date: 09/19/15 Time: 17:29 |  |  |  |  |
| Date: 09/19/15 Time: 17:33 |  |  |  |  | Sample: 18 Periods included: 8 |  |  |  |  |
| Sample: 11792 |  |  |  |  | Cross-sections included: 224 <br> Total panel (balanced) observations: 1792 |  |  |  |  |
| Included observations: 1792 |  |  |  |  |  |  |  |  |  |
| Variable | Coefficient | Std. Error | t-Statistic | Prob. | Variable | Coefficient | Std. Error | t-Statistic | Prob. |
| C | 0.648507 | 0.588105 | 1.102706 | 0.270300 | C | 1.603739 | 0.038694 | 41.44676 | 0.0000 |
| X1 | 0.005786 | 0.012807 | 0.451798 | 0.651500 | X1 | 0.005786 | 0.012807 | 0.451798 | 0.6515 |
| F_CODE $=2$ | -1.00956 | 0.81900 | -1.23268 | 0.21790 | Effects Specification |  |  |  |  |
| F_CODE $=3$ | -0.87896 | 0.81902 | -1.07319 | 0.28340 | Cross-section fixed (dummy variables) Period fixed (dummy variables) |  |  |  |  |
| ... | ... | ... | ... | ... |  |  |  |  |  |
| F_CODE $=223$ | -0.63077 | 0.81900 | -0.77017 | 0.44130 | R -squared Adjusted R-squared S.E. of regression Sum squared resid Log likelihood F-statistic $\operatorname{Prob}(F-$ statistic $)$ | 0.868778 | Mean dependent yar |  |  |
| F_CODE $=224$ | -1.00828 | 0.81900 | -1.23111 | 0.21850 |  | 0.849347 |  |  | 4.220082 |
| $\mathrm{T}=2$ | 0.00228 | 0.15478 | 0.01471 | 0.98830 |  | 1.637983 |  |  | 3.945090 |
| $\mathrm{T}=3$ | 0.12810 | 0.15478 | 0.82763 | 0.40800 |  | 4185.461 -3302.801 | Hannan-Quinn criter |  | 4.2075700.460164 |
| $\mathrm{T}=4$ | 0.19511 | 0.15479 | 1.26043 | 0.20770 |  | $\begin{aligned} & 44.71114 \\ & 0.000000 \end{aligned}$ |  |  |  |
| $\mathrm{T}=5$ | 0.29723 | 0.15478 | 1.92041 | 0.05500 |  |  | Durbin-Watsonstat |  |  |
| $\mathrm{T}=6$ | 0.63776 | 0.15478 | 4.12056 | 0.00000 | Estimation Command: |  |  |  |  |
| $\mathrm{T}=7$ | 1.01907 | 0.15497 | 6.57610 | 0.00000 |  |  |  |  |  |  |  |  |  |
| $\mathrm{T}=8$ | 0.95602 | 0.15478 | 6.17682 | 0.00000 | LS(CX=F,PER=F) Y1 C X1 |  |  |  |  |
| R-squared | 0.868778 | Mean dependent var |  | 1.60368 | Estimation Equation: |  |  |  |  |
| Adjusted R-square | 0.849347 | S.D. dependent var |  | 4.22008 |  |  |  |  |  |  |  |  |  |
| S.E. of regression | 1.637983 | Akaike info criterion |  | 3.94509 | $\mathrm{Y} 1=\mathrm{C}(1)+\mathrm{C}(2) *$ ( $1+[\mathrm{CX}=\mathrm{F}, \mathrm{PER}=\mathrm{F}]$ |  |  |  |  |
| Sum squared resi¢ | 4185.461 | Schwarz criterion |  | 4.65599 | Substituted Coefficients: <br> ========================= |  |  |  |  |
| Log likelihood | -3302.8 | Hannan-Quinn criter |  | 4.20757 |  |  |  |  |  |  |  |  |  |
| F-statistic | 44.71114 | Durbin-Watson stat |  | 0.82258 | =========================$\mathrm{Y} 1=1.60373858039+0.00578605726301 *$ X1 + [CX=F, PER=F] |  |  |  |  |
| Prob(F-statistic) | 0.00000 |  |  |  |  |  |  |  |  |
| (a) |  |  |  |  |  |  |  |  |  |  |  |  |  |
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## Appendix-7

The steps to obtain the statistical results of Two-Way FEM of $Y 1$ on $X 1$, in Apependix-6(b), are as follow:
(1). Having the Structured BPD.wf1 on the screen, by clicking the objects: Quick/Estimates Equation..., then the block in Figure-1(a) shown on the screen. Then list of Y1 C X1 can be inserted.


Figure-1. Equation Estimation and Panel Options for Structured Balanced Panel Data Analysis
(2). By clicking the object: Panel Options, then block in Figure-1(b) shown on the screen. Then by selecting the option Fixed for both Cross Section and Period Effects Specification, and ... click OK directly, it is obtained the first output in Appendex-6(b). And the second output obtained by clicking the object Representative.

